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EXECUTIVE SUMMARY 
 
 
The Bay Area Air Quality Management District (BAAQMD or District) is responsible for 
monitoring ambient air quality within the nine San Francisco Bay Area counties (Bay Area or 
SFBA), and for developing and enforcing emission control plans for those pollutants that have 
violated the National Ambient Air Quality Standards (NAAQS) and the California Ambient Air 
Quality Standards (CAAQS) within its jurisdiction.  Based upon historical air quality 
measurements within the Bay Area “airshed”, the U.S. Environmental Protection Agency (EPA) 
has designated the SFBA as being in non-attainment of the federal 1-hour ozone standard.  Over 
the years, the BAAQMD has developed and submitted several implementation plans to control 
ozone in the Bay Area.  These plans have been effective in reducing ambient ozone levels, and 
since 1995 the Bay Area 1-hour ozone design value has been reduced to near the federal 
standard.  On April 22, 2004, the EPA determined that the SFBA has attained the 1-hour ozone 
NAAQS.  The original 1-hour ozone standard has now been effectively replaced by a new and 
more stringent 8-hour ozone standard, and based upon air quality levels within the SFBA 
between 2001-2003, the area has been designated as a marginal non-attainment area of the 
federal 8-hour standard.  Furthermore, the BAAQMD, the California Air Resources Board 
(CARB) and districts downwind of the SFBA have continued interest in analyzing the role of 
regional transport of ozone and precursors.   
 
Given the complexities surrounding the formation and fate of ozone, the development of control 
strategies to mitigate precursor emissions is always a technically challenging endeavor.  As a 
result, EPA guidance on ozone SIP development requires that nonattainment areas undertake 
photochemical computer modeling to understand the idiosyncrasies of their area’s ozone 
problem, as well as to develop and evaluate ozone response to the various control scenarios 
under consideration.  Furthermore, EPA and CARB guidance requires the development of a 
detailed Modeling Protocol that establishes an acceptable methodology to apply and evaluate 
today’s state-of-the-science photochemical models and to develop various supporting datasets. 
 
Recognizing the need to maintain a current state-of-the-science photochemical modeling 
capability to address the various on-going regulatory activities within the SFBA and throughout 
central and northern California, the BAAQMD and their contractors have been developing a new 
photochemical modeling system and supporting database over the past two years.  The data and 
knowledge base gained as a key sponsor and contributor to the Central California Ozone Study 
(CCOS) has been essential to this effort.  Integral contributions have been made by several other 
entities involved in CCOS, including the CARB and their associated contractors at the National 
Oceanic and Atmospheric Administration and the University of California at Riverside, as well 
as the San Joaquin Valley and Sacramento Air Districts and their respective contractors.  Given 
the plethora of modeling efforts conducted by each of these groups stemming from the CCOS 
2000 program, the BAAQMD effort has attempted to bring together the best information and 
modeling approaches possible.  As a result, the research, modeling, testing, and evaluation 
described in this report was a rather complex and highly interactive endeavor; it would be nearly 
impossible (and not particularly useful) to document every detail associated with the modeling 
and analyses undertaken in this study.  Thus, only the highlights and model results fundamental 
to the ultimate goal of providing a working, reliable, and scientifically sound modeling system 
are presented herein. 
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This report provides an updated photochemical modeling protocol that describes the modeling 
system, it’s supporting databases, the methodology for its application, and results from modeling 
two historical multi-day ozone episodes in the summers of 1999 and 2000.  The report also 
includes a conceptual model review for ozone events in the SFBA and an episode typing analysis 
as part of the modeling episode selection process.  The original protocol (ENVIRON et al., 2002) 
was developed at the beginning of the project to establish model selection and application/ 
evaluation methodologies, and to provide peer and stakeholder review and acceptance of the 
proposed approach. 
 
 
PURPOSE AND GOALS 
 
The original purpose of the current study was to modernize the District’s modeling capabilities to 
align with the modeling systems to be evaluated by the CARB under the CCOS program, and to 
use those systems to develop a new photochemical modeling database to support the 2004 Bay 
Area SIP revision.  With the recent elimination of the need to submit a 2004 SIP revision for 1-
hour ozone, the objectives of the study have shifted slightly, but the overall focus remains the 
same. 
 
The purpose for this study is divided into two distinct goals: 
 

Immediate and foremost goal: 
Provide the District with a photochemical modeling system and technical analyses 
consistent with CARB to support future Bay Area SIP submittals, including assessment 
of projected future year ozone levels in the SFBA, examination of local and regional 
control strategy effectiveness, and analyses of the impact of those strategies on regional 
ozone throughout central California. 
 
Longer-range goal: 
Provide the District with a modern tool base that they can use to build a modeling 
“climatology”, consisting of many additional historical episodes with which to evaluate 
local/regional ozone patterns and issues surrounding inter-basin transport. 

 
Pollution does not respect political boundaries.  There is documented air mass flow from the Bay 
Area into inland areas of the State, and vice-versa.  The Federal Clean Air Act recognizes such 
transport and addresses the manner in which up- and down-wind areas are interconnected in the 
regulatory process.  One of the goals of this study is to provide information that should assist in 
that regulatory assessment.  In addition to air mass and pollutant flow, there are also mobile 
source emissions that originate within one area but continue as vehicles move to another area. 
 
Both of these phenomena can be addressed from the photochemical modeling system developed 
in this study.  Pollutant mass transport can be explicitly addressed because the modeling domain 
used in this study extends well beyond the SFBA, thus accounting for such air mass movement 
within the modeling system.  The movement of vehicles can be addressed through the use of 
complex transportation model output results being used in estimating mobile source emissions.  
Such transportation models are used by Metropolitan Transportation Commission (MTC) in the 
San Francisco area, and Sacramento Association of Governments (SACOG) in the Sacramento 
area.  As described earlier, Alpine Geophysics developed a California-wide Integrated 
Transportation Network that should facilitate such analyses in the future. 
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MODEL SELECTION 
 
Based upon the District’s suggestions for consistency with their preexisting modeling tools and 
those to be evaluated by the CARB for CCOS, the original scope specified the use of the 
following models: 
 
 Emissions Processing:  Emissions Modeling System, 1995 version (EMS-95) 
 Meteorological Modeling: Regional Atmospheric Modeling System (RAMS) 

Photochemical Modeling: Comprehensive Air quality Model with Extensions 
(CAMx) 

 
This modeling system was originally selected for this study because it contains all of the 
technical features necessary to simulate ozone air quality in the SFBA and throughout California.  
The same EMS-95 emissions processor and input databases used by the CARB were used in this 
project to assure CARB compatibility and acceptability.  The RAMS prognostic meteorological 
model was originally selected for the modeling system because of its demonstrated successful 
application in the Bay Area in the past, its inclusion of all the technical features necessary for 
simulating the complex Bay Area meteorology, and its familiarity to District staff.  Meanwhile, 
the CARB has utilized the Fifth Generation PSU/NCAR Mesoscale Model (MM5) for their 
CCOS modeling effort.  The original protocol was therefore revised to include an inter-
comparison of RAMS and MM5 performance and to select the most appropriate for use in the 
photochemical modeling component.  Ultimately, the District also undertook MM5 simulations 
on their own and we evaluated both CARB and District MM5 applications in this project.  The 
CAMx photochemical grid model was selected for the modeling system as it is publicly 
available, contains all of the technical options needed to simulate ozone in the Bay Area, and 
contains some superior capabilities to the other state-of-science models. 
 
 
EPISODE SELECTION 
 
Episodes used for this analysis needed to be selected carefully so that the analysis has the 
maximum credibility and generality.  The criteria for episode selection are:  
 
• The episode must have had an ozone measurement that exceeded the federal ambient air 

quality standard.  The 1-hour standard for ozone is 124 ppb averaged over one hour, while 
the new 8-hour ozone standard is 84 ppb averaged over eight hours.  Ozone observations 
above these standards may influence the calculation of the “ozone design value”, which is the 
regulatory measure of ozone levels in each air basin. 

 
• The episode must be representative of a class of episodes that occur frequently so that the 

simulation will presumably have greater generality to the analysis of predicted changes in the 
design value.  Incorporating multiple episodes into the analysis will further broaden its 
generality.  EPA guidance recommends the examination of three or more episodes, unless 
sufficient evidence can be provided to suggest that fewer are technically acceptable. 

 
• The episode must have sufficient observations to determine the physical conditions that 

contribute to the ozone exceedances.  Furthermore, the observations must provide data that 
satisfy model input needs and that can be used to evaluate model performance.  
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Furthermore, the CARB and other Districts will be conducting regional transport assessments as 
a means for controlling ozone levels throughout the state.  It is therefore beneficial to the 
BAAQMD to identify and consider the modeling episodes to be used by the CARB and other 
districts to specifically support the District’s own evaluation of pollutant transport into and out of 
the Bay Area. 
 
BAAQMD staff investigated the categorization of 1-hour ozone exceedances in the Bay Area for 
the period 1995 through September 2002 in order to find representative exceedance days to be 
used for SIP modeling.  Two main categories of exceedance patterns were found: (1) when high 
values occurred at several sites and in many regions; and (2) when high ozone values occurred at 
an isolated individual site within the SFBA.  Based upon frequencies of exceedance events by 
day of week and month of year, year-to-year trends, and a statistical cluster analyses, four 
periods were selected as candidate episodes for modeling (2 in each cluster): July 11-12, 1999; 
June 15, 2000; July 31, 2000; and July 9-10, 2002.  Meteorological and trajectory analyses were 
conducted on each of these periods to compare and contrast them. 
 
Based upon the extensive review, and the criteria for data availability, we initially elected four 
exceedance days for the SIP modeling, in the following order: 
 

1) July 31, 2000 
2) June 15, 2000 
3) July 11 and 12, 1999. 

 
The June and July 2000 days occurred during the CCOS, and both of the 2000 days fell into the 
“Type 2” episode category.  The 1999 days represent the other frequently occurring ozone 
pattern category.  July 11 was a Sunday and July 12 was a Monday, which satisfied the need to 
evaluate weekend-weekday issues.  Data for this period was quality assured and archived by 
various agencies.  Also, the July 1999 episode experienced more widespread Bay Area 
exceedances than other periods (3 per day).  Based on preliminary back-trajectory analyses, all 
episode days indicated potential transport paths from the Bay Area into the downwind areas of 
Sacramento and the San Joaquin Valley.  Ultimately the June 2000 episode was dropped from 
consideration since it was a redundant “Type 2” category and was not considered by CARB in 
their statewide modeling analyses. 
 
 
SUMMARY OF MODELING APPROACH AND RESULTS 
 
RAMS Meteorological Modeling 
 
ATMET (2004) presents a brief analysis of the meteorology for the July 2000 and the July 1999 
ozone exceedances episodes in and near the Bay Area.  The observations in these cases, as with 
numerous other ozone episodes in other locations, indicate that convergence zones are important 
in focusing ozone and the precursors.  The convergence zones in these cases were caused by the 
interaction of the on-shore sea breeze flow within the marine layer with the easterly large-scale 
flow forced by the subtropical high.  When the winds and temperature allow, the easterly flow 
can erode the marine layer over the Central Valley and Coastal Range, causing near-surface 
convergence zones to occur.  An important finding in the analysis shows that the convergence 
zone frequently does not extend to the ground.  This finding has significant implications for 
verification and four-dimensional data assimilation applications. 
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Overall, the RAMS simulations performed for the July/August 2000 and the July 1999 episodes 
show verifications that are consistent with past simulations of this type, with errors of especially 
wind speed and temperature within the range expected.  When temperatures were adequately 
simulated, RAMS tended to over predict wind speeds in the coastal sea breeze zones.  We have 
pointed out various issues with the input datasets that have been used for the verifications and the 
four-dimensional data assimilation schemes. 
 
While the error statistics were acceptable for the most part, there were various aspects of the 
simulations of this region that need to be addressed to make significant improvements in the 
results: 
 

• Even with a 1 km resolution grid, it is our opinion that even higher resolution may be 
needed to resolve the important topographical features and land use features such as 
coastlines, wetlands, urban areas, etc. 

• With the higher resolution also comes the need for higher resolution datasets of 
topography and land use, since the datasets used by atmospheric models are usually 30 
second (about 1 km) resolution.  Much higher resolution datasets do exist, especially for 
topography. 

• There was no information on which areas were in active irrigation during these episodes.  
There was circumstantial evidence that various areas were active, since stations located 
very close together in the Central Valley sometimes had very different temperatures and 
dewpoints. 

 
The complexity of the central California meteorology, with complex terrain and land use 
features, along with the interactions of marine and mountain flows, poses a difficult situation to 
simulate with current models.  This puts a reliance on the FDDA to introduce large scale changes 
into the mesoscale domains.  But too often, the FDDA also serves the purpose of attempting to 
correct model errors, sometimes with undesirable results.  The situations in these cases point this 
out very clearly; the vast majority of the observed data used in the FDDA are taken at or very 
near the surface.  However, the primary forcing mechanisms for the important flows may not 
ever become apparent at the surface.  And there were far too few observations taken above the 
surface, even during CCOS with the profilers and RASS, to adequately resolve the horizontal 
structure of the meteorology above the marine layer.   
 
There is one other important meteorological modeling implication of the elevated convergence 
zone.  It is imperative in these complex layers of stability that the subgrid scheme employed in 
the meteorological model be able to correctly treat elevated well-mixed, neutral layers.  Models 
such as MM5 use simple, surface-based PBL schemes that either: 1) produce a single PBL from 
the surface to some defined PBL height, usually resulting in a too deep boundary layer that 
mixes out the shallow surface stable layer, or 2) overemphasizes the effect of the surface stable 
layer and shuts down vertical mixing throughout the PBL.  It is necessary to employ a TKE-
based scheme that has all of the necessary physical terms (advection, production, diffusion, 
dissipation) to correctly handle elevated mixed layers and these types of elevated convergence 
zones. 
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MM5 Meteorological Modeling 
 
Initial MM5 simulations were performed for the CCOS July/August 2000 episode by the CARB 
and their meteorological modeling contractor at NOAA/ARL, concurrent with the initial 
ATMET RAMS simulations undertaken for the District.  Later, the BAAQMD instituted their 
own internal MM5 modeling effort for the July/August 2000 episode.  Subsequent MM5 
modeling of the ancillary July 1999 episode was undertaken by both the CARB and BAAQMD. 
 
A case study was carried out for the July/August 2000 CCOS period in which the output from 
various CARB and BAAQMD MM5 simulations was compared with the wind profiler/RASS 
and surface observations of wind, temperature, and humidity.  The meteorological model was run 
on a 36-12-4 km one-way nested model domain of 50 vertical levels, with the 4 km domain 
encompassing the CCOS 2000 field study area.  Among various MM5 simulations with different 
combinations of surface and boundary layer parameterizations, we found that overall the most 
accurate simulation was produced when using the Eta planetary boundary layer, the NOAH land 
surface model (LSM), and FDDA. 
 
The direct meteorological comparison between the model simulation and the observations from 
the CCOS 2000 field experiment indicates that the errors in the simulated low-level winds and 
surface temperature varied from one area to another, although the model simulated large-scale 
pattern was in fairly good agreement with analyses.  In terms of time series, the simulated low-
level winds were generally in better agreement with the observations in SFBA than in the central 
valley areas.  The opposite was generally true for temperature, where the time traces followed 
observations better in the central valley areas.  However, according to daily-average bias and 
error statistics, performance was superior in the SFBA for all three meteorological parameters – 
consistent performance issues were noted for winds, temperature, and humidity throughout the 
central valley.  The use of the NOAH LSM led to more accurate simulations of surface 
temperature and moisture in the central valley areas.  FDDA of the observed winds significantly 
improved the simulated wind field, and reduced the cold bias in the simulated temperature field.  
Overall, the MM5 configuration using the Eta PBL with NOAH LSM and FDDA was the best 
performer for all parameters and in all areas.  Good agreement was found between the area 
average observed and simulated boundary layer heights except for the area immediately inland 
such as the San Francisco Bay Area. 
 
The CARB and BAAQMD conducted MM5 modeling of the July 9-12, 1999 period using the 
MRF PBL scheme, the 5-layer soil model, and various incarnations of FDDA.  Horizontally, 
MM5 was applied on the CCOS modeling domain, but only ~30 vertical layers were specified in 
the July 1999 simulations.  The CARB simulation included observational FDDA to the original 
unscreened meteorological dataset that they compiled in early 2003.  The BAAQMD 
applications tested the model with no FDDA whatsoever, analysis nudging toward EDAS, 
observational nudging toward the screened/improved observation dataset, and runs testing the 
impacts from using the Eta PBL scheme and the NOAH LSM. 
 
Graphical and statistical results show that the original CARB run consistently performed better 
than any BAAQMD FDDA sensitivity test.  Analysis nudging improves wind speed performance 
in the SFBA, but it is clearly the worst run in all other respects.  The MRF “phase-lag” problem 
for wind speed was clearly evident for areas in the central valley.  Wind direction performance 
especially was unacceptable on July 11-12 in the central valley.  The SFBA was too warm and 
the central valley (particularly the southern SJV) was too cool in all runs.  Humidity was not 
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evaluated due to lack of data, but the cool bias in the central valley was likely associated with a 
positive moisture bias as seen in the CCOS 2000 modeling results. 
 
BAAQMD tests using the Eta PBL fixed the wind speed phase-lag problem associated with the 
MRF PBL scheme.  However, no significant impacts were seen for direction, and a slight 
degradation of temperature performance was seen in the central valley.  Results from tests using 
the NOAH LSM were not available in time for this report. 
 
The “best” MM5 simulations for this episode are only moderately acceptable relative to 
performance benchmarks established from a vast array of meteorological modeling conducted 
across the country.  This may be as much related to the complex terrain over such a vast area as 
to the quality of the data used in the performance evaluation.  The best MM5 simulation does not 
always lead to the best CAMx performance.  Remaining issues include: 
 

• Proper temperature performance leads to overly high SFBA winds, and vice-versa; 
• There may be a need for more terrain-induced “drag” on the winds, including proper 

resolution of terrain elevation in the modeling grid, valley channeling, and effects of 
unresolved terrain features that add to surface roughness; 

• The default MM5 surface roughness values as a function of land cover category are now 
known to be too low; tests in other studies outside of California have shown improved 
results when higher values for roughness are employed. 

 
 
Emissions Modeling 
 
In order to remain compatible with emissions preparation activities at the CARB for CCOS, we 
used EMS-95.  Specifically, the CARB provided a copy of their version of EMS-95 for use in the 
current study.  This ensured that the District’s emissions estimates were compatible with those 
prepared for use in other CCOS-related studies as well as other on-going CARB-related studies.  
EMS-95 was used to prepare the spatially, temporally, and chemically resolved emissions 
estimates of total organic gases (TOG), oxides of nitrogen (NOX), and carbon monoxide (CO) for 
the point and area sources.  EMS-95 was used to prepare model-ready emissions estimates for 
CB-IV and SAPRC99 speciation for both the July 1999 and July/August 2000 episodes. 
 
CARB (2004a) describes the methods used to prepare stationary and area source emissions 
estimates for use in CCOS, including the methods to prepare certain day-specific emissions 
estimates for the July/August 2000 episode.  Note that day-specific point and area emission 
estimates were not included in the July 1999 episode due to the lack of data; however, as with 
the July/August 2000 episode, day-specific emissions were estimated for the biogenics and on-
road mobile sources using methods described by Wilkinson (2004) and CARB (2004a, 2004d, 
2004e). 
 
Although EMS-95 is capable of preparing biogenic emission estimates, the CARB used the 
Biogenic Emission Inventory Geographic Information System, or BEIGIS to estimate biogenic 
VOC emissions from the vegetation distribution over the CCOS modeling grid.  Biogenic nitric 
oxide (BNO) was estimated using the Biogenic Model for Emissions (BIOME), which is based 
on the Biogenic Emissions Inventory System version three (BEIS3) and the Biogenic Emissions 
Landuse Database version three (BELD3).  EMS-95 was used to chemically speciate the 
biogenic emissions estimates. 
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The July/August 2000 CCOS episode was characterized by a heavy contribution from forest fire 
smoke, particularly from fires in the southern Sierra Nevada.  The smoke plumes from this and 
other large regional fires in Oregon and Nevada were detected aloft on several days by multiple 
aircraft and ozonesonde samples taken throughout central California.  Therefore, day-specific 
wildfire emissions were estimated for the July-August 2000 episode by the CARB.   This issue 
has affected every major area in California conducting air quality modeling for this CCOS 
episode, and arguments have been made concerning the representativeness of fire-dominated 
episodes for use in 1-hour ozone SIPs in California.  A special set of “fire-augmented” boundary 
conditions were developed for the July/August 2000 episode to account for the influences of 
regional fires. 
 
The July 1999 episode was not nearly affected by forest fire smoke, as fire activity levels were 
more representative of a “typical” ozone day (i.e., no single fire impacted ozone air quality in 
any California ozone nonattainment areas).  Therefore, the emission inventory for July 1999 
contained standard season day fire estimates. 
 
The BAAQMD project team undertook additional analyses to improve emission estimates for 
marine shipping in the San Francisco Bay and at the ports.  Specifically, we estimated day-
specific NOX and VOC emissions for oceangoing and San Francisco Bay commercial marine 
traffic.  The original CCOS inventory for this category contained estimates for monthly ship 
emission values.  The work conducted in this study acquired data on day to day variations in 
SFBA ship movement and used this information to scale the monthly emission estimates to daily 
levels. 
 
 
CAMx Applications 
 
CAMx was run for the two historical episodes of July 31 – August 2 2000 and July 11 – 12 1999, 
and the performance of the model was evaluated against available air quality data.  The purpose 
of the evaluation is to build confidence in the model’s reliability as an ozone prediction tool.  
The proposed evaluation plan followed the procedures recommended in the EPA and CARB 
guidance documents for 1-hour ozone (EPA, 1991; CARB, 1992), and new draft guidance for 8-
hour ozone (EPA, 1999).  The philosophical approach to the model performance evaluation for 
this project was provided in the project Modeling Protocol (ENVIRON et al., 2002). 
 
 
Developmental Simulations 
 
Since the fall of 2002, when the initial emission inventory and preliminary meteorological 
simulations first became available, ENVIRON and the BAAQMD have conducted on the order 
of 50+ CAMx simulations.  Considered to be “developmental” model applications, most of these 
runs were made for the July/August 2000 episode each time the emission and/or meteorological 
inputs were incrementally updated; later, developmental CAMx runs were also made for the July 
1999 episode as inputs became available.  A portion of these runs were made with the interim 
versions of the emission and meteorological inputs to test photochemical model sensitivity to 
various options, treatments, and ancillary inputs.  All developmental simulations were run using 
CAMx v3.10 with the CB-IV chemistry mechanism.  A mixture of RAMS and MM5 
meteorology were used to drive the photochemical model. 
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Developmental CAMx simulations were discussed at the Model Advisory Committee meetings, 
and the results have also been documented on the project web site 
(www.environ.org/basip2004/results.html, user=basip2004, password=goldengate) through early 
spring of 2004, when the CAMx modeling effort shifted primarily from ENVIRON to the Bay 
Area District.  Throughout the course of these CAMx applications, two key performance issues 
constantly emerged in both modeling episodes: (1) the emissions inventory (using CB-IV 
speciation of VOC) did not appear to be sufficiently reactive in producing ozone, suggesting that 
major proportions of emissions were either lacking or incorrectly speciated; and (2) flow fields in 
the Bay Area meteorology were either too fast and/or insufficiently convergent in the east bay, 
leading to over-ventilation of both precursors and ozone.  Initially, these problems led to under 
predictions of peak observed ozone in the Bay Area by ~40 ppb, yet this deficit was 
incrementally improved to a shortfall of ~15-20 ppb after the numerous updates to the emission 
and meteorological inputs.  Furthermore, significant under predictions were seen throughout 
central California, particularly in the central and southern San Joaquin Valley (SJV), where even 
larger ozone shortfalls were simulated. 
 
It should be noted that the CB-IV chemistry mechanism was used in the developmental 
simulations because of it’s speed and the preponderance of evidence (by many groups involved 
in CCOS) that the common signal from SAPRC99 is a <10 ppb increase in peak simulated ozone 
levels formed from NOx-rich urban environments.  That is, the SAPRC99 chemical mechanism 
was not seen as the key solution for the various California-wide under prediction problems, but 
was rather reserved as a final “polish” once an acceptable BAAQMD simulation was achieved 
and all major inventory and meteorological improvements were stabilized. 
 
The specific sensitivity tests conducted as part of the developmental process (excluding the 
numerous major meteorological and emission updates) included the following: 
 

• Impacts from reducing area + mobile NOx by 30% 
• Impacts from increasing area + mobile VOC emissions by 50% 
• Impacts from increasing biogenic VOC emissions by 50% 
• Impacts from NOx+VOC mobile emission scaling to reflect Harley (2003) emission 

estimates based on basin-specific fuel consumption 
• Impacts from using EPA CB-IV speciation profiles in place of CARB profiles 
• Impacts from reducing winds speeds 50% 
• Impacts from reducing PBL depths by 50% 
• MM5 vs. RAMS meteorology 
• Use of high-resolution meteorological fields (~1 km grid spacing) 
• Influences from initial and boundary conditions 
• Role of fire emissions 
• Role of temperature on biogenic emission rates and ozone predictions 
• Role of temperature on motor vehicle emission rates and ozone predictions 
• Impacts from invoking the Plume-in-Grid option 
• Impacts from invoking drought stress (affects deposition rates) 
• Impacts from reducing horizontal diffusion by a factor of 3 

 
Results from these tests are summarized in Section 7 of this report.  Additional information for 
each run is provided on the project web site at the “CAMx Results” link 
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(www.environ.org/basip2004) and in the MAC presentation documents provided at the 
“Documents” link.  
 
Performance Evaluation for VOC 
 
A large body of evidence was compiled from the developmental simulations conducted in this 
project, as well as from modeling undertaken by the CARB and Alpine Geophysics for the San 
Joaquin Valley (Tesche et al., 2004), which strongly suggested that CAMx ozone under 
predictions were chiefly a result of insufficient VOC emissions and/or incorrectly speciated CB-
IV compounds.  An analysis was undertaken by ENVIRON that compared VOC measurements 
and CAMx predictions for the July/August 2000 episode in the Bay Area, Sacramento Valley, 
and San Joaquin Valley (Emery and Tai, 2004b).  Our conclusions from this analysis are as 
follows: 
 

• The 3-hour canister data from most CCOS sites exhibited very few hydrocarbon species 
samples relative to the 1-hour GC-MS sites.  Because of this, the 3-hour dataset did not 
provide sufficient information over CB-IV species and/or time period to allow inclusion 
into our analysis.  We therefore believe the 1-hour data to be more robust. 

 
• In spite of the assertion above, there still exists large uncertainty concerning overall data 

quality in the CCOS VOC dataset, both for canister and GC-MS samples.  While certain 
findings from the analysis reported here are significant, they may be overly influenced by 
the inclusion of poor quality samples that appear to be reasonable from casual inspection 
without further supporting evidence to suggest otherwise. 

 
• We wish to stress that the performance results reported here should not be taken as an 

implication of the emissions inventory only.   If we are to believe the measurement data, 
then certainly some aspects of the results (e.g., significant differences for certain species, 
disagreement among observed/predicted VOC:NOx ratios) are likely associated with 
deficiencies in emissions, either in total mass, speciation profiles, temporal profiles, 
spatial allocation, etc.  However, there exists a large range of plausible explanations that 
involve meteorological performance (inaccurate mixing heights, wind field errors that 
cause the modeled urban plumes to miss the monitors, etc.), and at this point none of 
these should be ruled out. 

 
• Generally, there are consistent model performance issues that we have identified in the 

three basins and among most sites with useable measurements.  First, there is a general 
under prediction of total VOC and this is mainly attributable to insufficient PAR (since 
this contributes the bulk of VOC mass).  Second, the model lacks sufficient levels of 
higher aldehydes (ALD2), usually by large factors of 2 or more.  This is a surprising 
result and possible explanations are made difficult by the fact that model-to-sample 
comparisons are largely an “apples-oranges” dilemma.  Most ALD2 in the model is 
secondarily formed with some contributions from emissions (e.g., biogenics).  ALD2 in 
the measurements is primarily from direct emissions, pieces of which are allocated to the 
CB-IV ALD2 bin for reactivity purposes (i.e., they are not necessarily carbonyl type 
compounds). 

 



January 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Exec_Summary.doc ES-11 

• VOC performance in the SFBA showed consistent under predictions of total VOC.  A 
large discrepancy between 1-hour and 3-hour samples at Sunol (mainly PAR) remains 
unexplained.  The Sunol site indicates under predictions for reactive species (OLE, TOL, 
XYL) in both 1-hour and 3-hour samples.  There is evidence from Bodega Bay that 
background levels of PAR are too low, although this could be caused by old smoke 
plumes originating well to the north of the CCOS domain.  Generally, performance for 
individual CB-IV species other than PAR was acceptable (with a few exceptions).  
Limited VOC:NOx ratio data and predictions indicate that the east bay is NOx-rich. 

 
• VOC performance in the Sacramento region indicates mixed performance for total VOC 

on August 1.  Granite Bay indicates just a slight over prediction of 1-hour data, with 
generally good performance across CB-IV species, while San Andreas shows significant 
under predictions of 3-hour PAR, OLE, and carbonyls.  There were insufficient data to 
compare 1-hour and 3-hour data at Granite Bay.  Observations and predictions of 
VOC:NOx ratios at Granite Bay agree that conditions east of Sacramento are NOx-rich. 

 
• VOC performance in the SJV region showed consistent under predictions of total VOC, 

with especially poor performance at the Parlier GC-MS site.  CB-IV species were under 
predicted across the board at that site.  Results in Turlock were better, with a slight under 
prediction of total VOC from low PAR, OLE, and ALD2.  There were insufficient data to 
compare 1-hour and 3-hour data at Parlier.  VOC:NOx analyses also suggest a problem 
with disproportionate VOC and NOx emissions in the SJV. 

 
 
Application of the Process Analysis Tool 
 
Vizuete et al. (2004) detail the application of the Process Analysis Tool in CAMx to study 
modeling phenomena in the San Francisco Bay Area during the CCOS episode of July 30 – 
August 2, 2000.  This evaluation employed CAMx v4.03, with process analysis code 
modifications applied by the University of Texas (UT).  Other code differences between v4.03 
and v3.10 (used in developmental simulations) are minor and do not lead to significant 
differences in air quality predictions.  ENVIRON configured version 4.03 of the model to run a 
process analysis domain over the eastern San Francisco Bay Area and ran the model for the 
episode.  Evaluation of the Integrated Process Rate (IPR) and Integrated Reaction Rate (IRR) 
output generated for the Bay Area PA domain was then performed by UT.  The focus of the 
analysis was on the key episode day of interest, July 31, 2000. 
 
Vertical advection was found to play an important role in the transport of pollutants across the 
boundaries of the process analysis box.  This can be attributed to the heterogeneity of the terrain 
under analysis.  These differences in terrain account for a wide range of mixing and vertical 
advection.  The process analysis tool determined that the modeled atmosphere is NOx-rich and 
VOC-limited.  The composition of the VOC that was available in the atmosphere was 
predominantly low-reactive paraffins.  Since the analysis area incorporated natural terrain a 
significant amount of biogenic isoprene was emitted during the day into both process analysis 
boxes.  Nevertheless, there were still inadequate amounts of reactive VOC available to generate 
large amounts of ozone chemically.  The chemical NOx cycles, radical cycles, chemical 
production of ozone, and percentage of OH reacting with VOC were all at insufficient levels. 
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The low concentrations of reactive VOCs in the atmosphere were not consistent with observed 
VOCs.  The model under predicts the amount of highly reactive VOCs (toluene, olefins, xylene, 
and aldehydes) by as much as a factor of 5.  The model’s inability to generate the observed 
concentrations of aldehydes could be evidence that the model is not fully capturing all the 
atmospheric VOC chemistry.  However, some reactive olefins (OLE) are also classified as ALD2 
which points to an underrepresented emission inventory.  Observed ethylene concentrations were 
consistent with model values.  This suggests that the meteorology of the model has been properly 
simulated and is not the cause of the OLE/ALD2 discrepancies.  Further investigation is needed 
to explore the discrepancies found in the OLE emission inventory.  The strongest possibility for 
the low reactivity could be the lack of total VOC and/or the improper speciation of the general 
anthropogenic emission inventory. 
 
 
Use of the Decoupled Direct Method for July 1999 
 
ENVIRON invoked the Decoupled Direct Method (DDM) probing tool in CAMx v4.03 to 
investigate the sensitivity of ozone to boundary conditions of ozone, VOC, and CO.  Further, the 
DDM was used to assess ozone sensitivity to emission categories and source regions as a first 
glimpse into potential transport impacts.  The maximum Bay Area ozone sensitivity to boundary 
conditions relative to total peak ozone in the east bay was ~35% in these tests (mainly from north 
boundary ozone and VOC).  However, the key result of the boundary condition analysis is that 
the low model top (~5 km) and fairly large ozone top boundary conditions specified by the 
CARB (70 ppb) do not significantly impact model performance in areas of central California 
where high ozone is simulated. 
 
Ozone sensitivity to emissions was found to be much larger than to boundary conditions.  Ozone 
is nearly as sensitive to biogenic VOC as anthropogenic VOC in all regions.  The Bay Area 
shows the most sensitivity to NOx, VOC, and CO emissions (as opposed to boundary 
conditions).  More anthropogenic and/or biogenic VOC will increase ozone in the east bay, while 
less anthropogenic NOx will also increase ozone.  Ozone in the southern Sacramento and 
northern SJV regions is modestly sensitive to Bay Area NOx and VOC emissions (sensitivity 
coefficients are ~10 ppb).  In the central valley, ozone in the major urban areas is insensitive to 
NOx, but very sensitive to VOC; rural areas are equally or more sensitive to NOx than VOC. 
 
 
Summary of BAAQMD CAMx Simulations for CCOS 2000 
 
We have shown that the MM5-CAMx couple using the SAPRC99 chemical mechanism 
produced reasonable predictions of ozone in central California during the July 31-August 2, 
2000, period.  It also produced reasonable predictions of the locations and timing of peak ozone 
in the SFBA on July 31, 2000.  The prediction skill varied from region to region and from time 
to time.  Under predictions continue to be a problem for the modeling in Sacramento and the 
southern SJV on their specific days of interest (August 1 and 2, respectively). 
 
Locations of the wind convergence zone and the locations of simulated high ozone were found to 
be closely related.  The overall surface-wind patterns in the SFBA are similar in the 3 MM5 runs 
used to drive CAMx, but there are subtle differences in the wind patterns among the runs in and 
near the Livermore Valley.  The MM5 runs with the 5-layer soil model under predicted Central 
Valley temperatures and therefore produced a weaker sea breeze.  This weaker sea breeze 
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created a convergence line close to Livermore and produced an ozone pattern that, among the 
three simulations, compared best with observations.  The MM5 runs using the Noah LSM, while 
producing a reasonable Central Valley temperature, created a much stronger sea breeze.  This 
stronger sea breeze moved the convergence zone about 20 km east of Livermore.   
 
This trade-off between accurate inland temperature and accurate sea-breeze predictions may 
indicate a deficiency in the current MM5 model.  There are several possible explanations for this 
problem.  The first is that the second-order advection scheme used in MM5 requires such large 
diffusion values that the mountain-blocking effect is reduced and the sea breeze front is 
propagated too far inland.  Another possible explanation is the lack of a mountain drag 
parameterization that would tend to reduce the speed of the sea breeze in the Tri-Valley and 
more accurately channel the flow.  A third possible explanation is the lack of vertical resolution 
in the original data input to MM5 to define the inversion layer during this high ozone period.  A 
comparison between the MM5 output and the observed vertical profiles of temperature did show 
that the strength of the inversion is under predicted. 
 
An important conclusion, then, is that some relatively subtle flow features, which may not be 
fully appreciated in meteorological model performance evaluations, can have a significant 
influence on the performance of a photochemical model. 
 
 
Summary of BAAQMD CAMx Simulations for July 1999 
 
The BAAQMD undertook photochemical modeling of the July 9-12, 1999 period using two 
different sets of meteorological input fields (CARB’s MM5/MRF run and BAAQMD’s 
MM5/Eta run) and two different chemical mechanisms (CB-IV and SAPRC99).  Besides 
meteorology, the only other significant difference in model configuration between the 
CCOS2000 and July 1999 simulations was the lower model top (set at 5 km in the July 1999 
applications). 
 
CAMx tests conducted with different meteorological inputs used the SAPRC99 chemistry.  Both 
sets of inputs resulted in much higher ozone concentrations over the entire urbanized portions of 
the modeling domain than achieved in the July/August 2000 episode, with simulated ozone 
reaching near 150 ppb in several areas each day.  Given that the input emissions for this episode 
are not dramatically different from the July/August 2000 episode, the higher and more 
widespread ozone patterns generated by CAMx in this simulation suggests a more extreme 
meteorological condition conducive to poor ozone air quality was successfully modeled with 
MM5 and translated to CAMx.  This is particularly evident from the fact that high ozone 
concentration patterns were pushed to the coast and even offshore along the central California 
coastline, suggesting proper replication of the offshore wind system that set up between July 11 
and 12. 
 
In the SFBA, the MM5/MRF meteorology generally leads to less of an under prediction of the 
highest observed ozone levels, but very little difference (statistically) resulted from the two 
meteorological realizations.  The daily unpaired peak and bias metrics are quite good on both 
days and for both sets of meteorological inputs.  However, the gross error is rather high in all 
cases (but still within EPA acceptance).  There is no obvious best case for this area. 
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In Sacramento, differences are more obvious among the two simulations both visually and 
statistically; however, the mix of improvements and degradations result in no clear winner in this 
region as well.  The unpaired peak accuracy shows extreme under predictions on July 12 for both 
sets of meteorology, but gross error is not impacted by the different cases.   
 
In the SJV, both simulations are very similar and show the consistent under predictions of high 
ozone and over predictions of low ozone.  Model performance shows very little skill in this 
region.  Peak ozone performance is not sensitive to meteorology, but bias and gross error are 
worse in the BAAQMD MM5/Eta run.  We conclude that CAMx performance is slightly 
degraded in the central valley with the use of the BAAQMD MM5/Eta meteorology. 
 
CAMx tests conducted with different chemical mechanisms used the CARB MM5/MRF 
meteorological inputs.  Ozone performance differences between the two mechanisms were minor 
on all days and for all three analysis regions; this result is much more in line with expectations as 
opposed to the surprisingly higher peak ozone achieved in the July/August 2000 episode using 
SAPRC99 over CB-IV.  This difference in sensitivity among the episodes apparently is related to 
the different local meteorology (which differs substantially from the CCOS episode) than any 
differences in emissions (which are very similar among the episodes).  However, it is difficult to 
explain how the meteorological differences play into the CB-IV/SAPRC chemistry differences.  
Tools such as Process Analysis are needed to further understand the source of the CB-IV/SAPRC 
signal among these two episode. 
 
For the July 1999 episode, SAPRC99 has a tendency to over predict the low to moderate 
observed ozone concentrations throughout the SFBA.  In Sacramento, CAMx performs well over 
the entire range of concentrations, but the single peak observation on July 12 is under predicted 
by a large margin.  Over the entire SJV, the model performance is quite promising for July 11 
and 12, with the metrics at or well within the EPA acceptance criteria. 
 
 
FUTURE WORK 
 
The objective of this effort has been the development of a technical platform for photochemical 
modeling that is comparable to that which exists at the Air Resources Board and is state of the 
science.  For approximately the last 24 months, the District has made remarkable progress in the 
development of a highly respected technical capability in photochemical modeling.  Such 
complex modeling capabilities are absolutely necessary tools for use by the District in assessing 
a range of issues, both present and future, and will allow the District to make policy decisions 
based upon sound atmospheric science.  In fact, that objective is already achieved, in large 
measure through the very effective technical oversight and guidance provided by the District’s 
Modeling Advisory Committee. 
 
The main impetus for this developmental effort had been the historical exceedance of the 
National and California 1-hour ambient air quality standards for ozone.  With the newly affirmed 
National Ambient Air Quality Standards for 8-hour ozone and PM2.5, the scope and purpose of 
the photochemical modeling in the Bay Area must also be expanded to maintain technical 
credibility with the U.S. EPA, CARB, other Districts, and other agencies such as MTC and 
ABAG.  The current photochemical modeling system is able to address issues of 1- and 8-hour 
ozone as well as PM2.5. 
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The issue of attainment and maintenance of the NAAQS in the Bay Area is closely related to the 
relationship of the Bay Area “air basin” to that of the Sacramento region and the San Joaquin 
Valley regions.  Therefore, the current modeling system has been designed to be able to examine 
the inter-basin effects of emissions controls in one region on the air quality in another.  While the 
system has been designed to encompass the entire area here described, further work must be 
done to fully qualify its performance as acceptable in such complex, far reaching modeling. 
 
Many key achievements have occurred during this developmental effort. 
 

• The District has developed an air quality modeling capability for two meteorological 
episodes, one (July 1999) that is fully characteristic of a multi-region buildup/transport 
case, and one that fulfills CARB’s recommendations for modeling an intensive 
monitoring event (July/August, 2000). 

 
• The District has contributed significantly to the CARB’s compilation of the CCOS air 

quality and meteorological database, particularly in the area of quality assurance and 
control. 

 
• The District has contributed significant and substantial improvements to the CARB’s 

ozone precursor emission inventories (NOx, VOC, and CO) to provide the most accurate 
and comprehensive modeling inventory for the Bay Area and Northern/Central 
California. 

 
• The District has fully engaged the CARB, other districts, other state agencies, 

environmental groups, industry, and EPA and MTC, among others, through the Modeling 
Advisory Committee; 

 
• The framework has been set for a continuation of state-of-the-science photochemical 

(including 8-hour ozone, PM2.5 and air toxics) modeling in the San Francisco Bay Area. 
 
As the District moves forward with air quality planning in the Bay Area, it will need to continue 
to develop this expertise.  
 
 
Improve Meteorological Modeling 
 
As described in this report, meteorological modeling has been conducted by several groups 
involved in CCOS.  All models employed to date exhibit key performance problems, mostly 
related to the complex geography of the central/northern California modeling domain.  Work 
must continue in this area to: 
 

• Continue to improve meteorological modeling for both 1999 and 2000 episodes, based on 
Bay Area specifics such as climatology, topography, land-sea interactions; 

• Refine existing modeling (meteorological and photochemical) capabilities to 1 km cell 
size (or smaller) to allow for better capture of terrain influences on flow and dispersion 
characteristics; 

• Consider examining the utility of using RAMS simulations completed to date as a guide 
for further improvements in MM5 simulations; 
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• Explore the utility and possible improvements related to use of WRF; 
• Evaluate 2002 episodic modeling being carried out by DRI; 

 
 
Improve Precursor Emissions for Future Years 
 
A very large effort has been put forth to develop episodic base-year emissions (July 1999 and 
July/August 2000).  Work must continue to finalize future year base case emission forecasts of 
NOx, VOC and CO and to address alternative future emissions for assessing possible control 
strategy impacts on future year ozone: 
 

• Refine existing emissions modeling capabilities to 1 km cell size (or smaller) to allow for 
better sub-regional impact assessments for planning decisions; 

• Provide both tabular and graphical representation of emissions and emissions changes 
from 2000 and 1999 base years, both spatially and temporally as appropriate (by source 
category, etc.), for future years; 

• Quality-assure all emission estimates received from CARB and correct identified errors; 
• Prepare future year model-ready emissions files. 

 
While the U.S. EPA 8-hour ozone implementation rule does NOT require ozone modeling for an 
area designated as “marginal”, such as the Bay Area, being able to quantify the effect of 
emissions changes upon future 8-hour ozone levels is important in answering two logical 
questions:  1) What is our future air quality expected to be, and how much within the standard 
are we estimated to be (i.e., what is our expected “headroom” for growth)?  2) How do our 
emissions relate to attainment of the 8-hour standard in those areas that MUST (according to the 
same U.S. EPA rule) carry out photochemical modeling of attainment of that standard, such as 
Sacramento and San Joaquin Valley?  Work must continue in this area to: 
 

• Develop emissions for additional future year base case episodes similar to that already 
done for the current BAAQMD 1-hour study, but for additional 8-hour attainment years.  
At this time, two future years will need to be examined: 2007 (Bay Area attainment year) 
and 2013 (San Joaquin Valley and Sacrament attainment year); 

 
 
Enhance Modeling System Utility and Sensitivity Assessments 
 
While we have many fine technical assessment tools available through our work to date, the 
complexities of meteorological and photochemical modeling are well addressed through the use 
of visualization techniques and so-called “probing tools.”  The visualization techniques serve a 
diagnostic use to the technical person, but equally important, allow a better communication of 
results to decision makers and the public.  
 
The cause-effect relationship between pollutant emissions and air quality are at the heart of the 
purpose of the photochemical modeling system.  Once the system is believed to be offering 
acceptably accurate performance, it is critical to begin to examine the relationship between 
various emission sources or other assumptions and the resulting air quality predicted by the 
modeling system.  Such sensitivities include: altering the emissions from certain major point 
sources, area sources, or categories of such sources; altering assumptions on growth rates and 
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patterns (future vehicle counts and emission factors by type mix; population density, urban 
growth boundaries and land use changes, etc.); altering transportation assumptions (VMT and 
travel demand from various alternative transportation plans, mass transit vs. private auto, etc.); 
altering assumed technical assumptions in the models themselves that may affect the response of 
the model to emissions changes (vegetative distribution and emission rates for biogenics, 
assumed fire emissions, certain meteorological parameters, deposition algorithms, etc.).   
 
The following should be carried out for both the 1-hour and 8-hour ozone standard as 
appropriate: 
 

• Conduct extensive "Probing Tool" applications to fully describe likely cause-effect 
relationship between emissions (growth, distribution, source types, controls) and air 
quality changes (both temporally and spatially).  Special attention should be focused 
upon effects of Bay Area control on downwind regions of SJV and Sacramento; transport 
and valley growth impacts on Bay Area air quality; transportation improvement impacts; 
port activity emissions control impacts; etc.; 

• Given input from various local agencies, examine longer term effects of alternative 
assumptions on growth (population, VMT, vehicle mix), land use changes, and 
alternative economic assumptions; 

• Design and develop “EKMA-like” NOx/VOC/ozone isopleths resulting from a series of 
CAMx simulations at key sites throughout the Bay Area where air quality assessments 
are most critical for attaining and maintaining the air quality standards. 

 
 
Assess Impacts of Future Ozone Strategies 
 
As just described, the cause-effect relationship between emissions changes and ozone air quality 
changes, both within the Bay Area modeling domain and within the much larger CCOS domain 
(thus including the San Joaquin Valley and Sacramento regions) will be characterized in terms of 
sensitivities.  As a result, initial insight will be available as to which emissions reductions would 
be most effective (on a ton for ton basis) in reducing ambient ozone in various areas of the study 
domain.  That information will be extended to characterize the specific air quality changes that 
are likely to result in various emissions reduction measures and groups of measures (strategies), 
as appropriate for 1-hour and 8-hour ozone standards: 
 

• Review current proposed control measures, and identify additional “most probable” 
measures that are identified for further study; 

• Estimate emissions reductions (or changes) resulting from the implementation of such 
measures to all applicable sources of such emissions; 

• Develop combinations of proposed control measures, thus composing one or more 
emissions control strategies; 

• Execute the emissions preprocessor system to estimate the emissions reductions 
associated with the selected sets of control strategies; 

• Using “EKMA-like” ozone response curves, identify the control strategies that are likely 
to provide acceptable future ozone levels; 

• Refine and expand on likely candidate control strategies through detailed and specific 
CAMx modeling results of ozone concentrations in the modeling domain. 
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Assess Alternative Episodes 
 
The general modeling approach for evaluating control measures is to simulate one or more 
historic episodes (periods that violated the air quality standard) using inputs that best 
approximate the physical conditions that prevailed during each episode.  Episodes need to be 
selected carefully so that the analysis has the maximum credibility and broad applicability.  
Furthermore, the CARB and other districts will be conducting regional transport assessments as a 
means for controlling ozone levels throughout the state.  It is therefore beneficial to the 
BAAQMD to identify and consider modeling episodes to be used by the CARB and other 
districts. 
 
At the time of episode selection for the work done thus far, the District was tasked with 
developing a revised SIP to attain the 1-hour ozone standard.  While we believe that the episodes 
ultimately chosen for the current effort would provide an adequate base for initial 8-hour ozone 
assessments as well, the BAAQMD will be cognizant of more recent ozone episodes that have 
occurred in the 2001-2003 8-hour designation period (or new summer episodes in 2004 and later) 
to update their modeling library.  The following should be carried out: 
 

• Revisit methods used in the previous 1-hour ozone episode selection and determine the 
degree to which these methods should also be used in the evaluation of an 8-hour 
episode.  Recommend alternative evaluation techniques as appropriate; 

• Examine episodes that have occurred in the 2001-2003 time period (and later) and 
characterize them in a manner similar to that used in characterizing 1-hour episodes for 
July 2000 and July 1999; 

• Rank both the 2000 and the 1999 episodes, along with episodes in the 2001-2003 time 
period for potential value for additional air quality modeling. 
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1.  INTRODUCTION 
 
 
The Bay Area Air Quality Management District (BAAQMD or District) is responsible for 
monitoring ambient air quality within the nine San Francisco Bay Area counties (Bay Area or 
SFBA), and for developing and enforcing emission control plans for those pollutants that have 
violated the National Ambient Air Quality Standards (NAAQS) and the California Ambient Air 
Quality Standards (CAAQS) within its jurisdiction.  Based upon historical air quality 
measurements within the Bay Area “airshed”, the U.S. Environmental Protection Agency (EPA) 
has designated the SFBA as being in non-attainment of the federal 1-hour ozone standard.  Over 
the years, the BAAQMD has developed and submitted several implementation plans to control 
ozone in the Bay Area.  These plans have been effective in reducing ambient ozone levels, and 
since 1995 the Bay Area 1-hour ozone design value has been reduced to near the federal 
standard.  On April 22, 2004, the EPA determined that the SFBA has attained the 1-hour ozone 
NAAQS.  The original 1-hour ozone standard has now been effectively replaced by a new and 
more stringent 8-hour ozone standard, and based upon air quality levels within the SFBA 
between 2001-2003, the area has been designated as a marginal non-attainment area of the 
federal 8-hour standard.  Furthermore, the BAAQMD, the California Air Resources Board 
(CARB) and districts downwind of the SFBA have continued interest in analyzing the role of 
regional transport of ozone and precursors.   
 
Recognizing the need to maintain a current state-of-the-science photochemical modeling 
capability to address the various on-going regulatory activities within the SFBA and throughout 
central and northern California, the BAAQMD has been developing a new modeling system and 
supporting database over the past two years.  The data and knowledge base gained as a key 
sponsor and contributor to the Central California Ozone Study (CCOS) has been essential to this 
effort, especially in regards to developing a modeling system and application methodology.  
 
This report provides an updated photochemical modeling protocol that describes the modeling 
system, it’s supporting databases, the methodology for its application, and results from modeling 
two historical multi-day ozone episodes in the summers of 1999 and 2000.  The report also 
includes a conceptual model review for ozone events in the SFBA and an episode typing analysis 
as part of the modeling episode selection process.  The original protocol (ENVIRON et al., 2002) 
was developed at the beginning of the project to establish model selection and application/ 
evaluation methodologies, and to provide peer and stakeholder review and acceptance of the 
proposed approach.   
 
The remainder of this section provides background information relevant to the ozone air quality 
problem in the SFBA, establishes the purpose and objectives of the current study along with an 
overview of the approach, and describes the relationship to the CCOS.  Section 2 discusses the 
episode selection; Section 3 provides a justification for model selection; and Sections 4 through 7 
describe the meteorological modeling approach, emissions modeling approach, photochemical 
model input data preparation, and base year photochemical model performance evaluation.  Our 
summary and recommendations are provided in Section 8. 
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BACKGROUND 
 
Ground-level ozone (or “smog”) is considered a “secondary” pollutant, meaning that it is not 
directly emitted, but rather forms “photochemically” in the atmosphere through complex and 
highly-nonlinear reactions under sunlight among ozone precursors – nitrogen oxides and 
hydrocarbons – that are emitted from a variety of natural and anthropogenic sources.  Ozone is 
continually formed and destroyed through such chemical reactions, but its formation rate 
dramatically increases in strong sunlight and high temperature.  Coupled with the tendency for 
higher precursor emissions and stagnant air circulations under such circumstances, it is clearly 
evident why elevated ozone events in the Bay Area occur during the summer and early fall. 
 
Strategies to control ambient pollutant levels are set forth in a State Implementation Plan (SIP), 
which must demonstrate that the adopted controls will attain and maintain the standards on a 
schedule that depends on the severity of the historical exceedances of the standards.  The SIP 
must be reviewed and accepted by the CARB, which is the lead agency that submits all 
California SIPs to the U.S. EPA.     
 
The ozone regulatory status for the Bay Area over the last decade has been complicated.  The 
EPA initially classified the SFBA as a “Moderate” nonattainment area for 1-hour ozone 
following the passage of the 1990 Clean Air Act Amendments (CAAA).  The EPA approved a 
re-designation request and maintenance SIP for the area and so re-designated SFBA to be in 
attainment for ozone in May 1995.  However, new violations occurred during the summer of 
1995, prompting the EPA to reverse its finding in July 1998 and to again declare the SFBA as 
nonattainment.  Since this action occurred under Section 172 of the CAAA, the SFBA was 
classified as “Other”.  In March 2001, the EPA disapproved portions of the revised SFBA SIP, 
and as a result, the BAAQMD was required to resubmit the SIP on November 30, 2001.  
Included in that SIP submittal was a commitment to provide another SIP revision to EPA by 
April 15, 2004 to demonstrate attainment of the 1-hour ozone standard by 2006 based on new 
photochemical modeling.  However, on April 4, 2004 the EPA found that the Bay Area attains 
the 1-hour ozone standard based on ambient measurement data over the previous three years, 
negating the need for a revised SIP submittal unless the region violates the standard in summer 
2004.  In the meantime, EPA announced new nonattainment designations for the 8-hour standard 
in the spring of 2004, and the Bay Area is now considered a “marginal” 8-hour ozone 
nonattainment area.  This requires that the SFBA attain the new federal standard by June 2007.  
According to EPA, marginal areas are not required to submit attainment demonstration SIPs.  
However, the Bay Area will need to participate with downwind districts that are preparing 8-
hour ozone demonstrations.  
 
Given the complexities surrounding the formation and fate of ozone, the development of control 
strategies to mitigate precursor emissions is always a technically challenging endeavor.  As a 
result, EPA guidance on ozone SIP development requires that nonattainment areas undertake 
photochemical computer modeling to understand the idiosyncrasies of their area’s ozone 
problem, as well as to develop and evaluate ozone response to the various control scenarios 
under consideration.  Furthermore, EPA and CARB guidance requires the development of a 
detailed Modeling Protocol that establishes an acceptable methodology to apply and evaluate 
today’s state-of-the-science photochemical models and to develop various supporting datasets.  
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Modeling Protocol 
 
The modeling protocol delineates the objectives, procedures, and expected results of the 
modeling study and sets up a process for participation between the regulators and stakeholders to 
avoid potential technical conflicts.  Protocol development should be a dynamic process that is 
modified as new information is acquired.  Proposed changes are to be reviewed by interested 
parties and incorporated if approved.  The California Clean Air Act (CCAA) requires that the 
modeling protocol be approved by both the local District and the CARB.  Both EPA and CARB 
guidance suggests that at least two review groups be established to review and approve the 
protocol and to review the results of the study as they become available.   
 
For the Bay Area, the District Board’s Executive Committee serves as the policy review group, 
and a Modeling Advisory Committee (MAC), including stakeholders and representatives from 
other agencies, was assembled to review the technical aspects of the project.  In any study of this 
type, it is important that the technical underpinnings be fully examined as they are developed.  In 
this manner, to the extent possible, technical issues can be resolved, the focus can be on the 
many other aspects of this process, and the public can be better assured that the technical 
community has been rigorous in their review of the work. 
 
Accordingly, a modeling protocol was developed for the photochemical modeling activities 
described in this report (ENVIRON et al., 2002).  The protocol established and described the 
procedures that were to be used to develop a new ozone modeling system and database for the 
San Francisco Bay Area, and it followed the requirements provided in two guidance documents: 
 

“Guideline for Regulatory Application of the Urban Airshed Model,” EPA-450/4-91-013, 
U.S. Environmental Protection Agency, Office of Air Quality Planning and Standards, 
Research Triangle Park, NC 27711, July 1991. 
 
“Technical Guidance Document: Photochemical Modeling,” California Environmental 
Protection Agency, Air Resources Board, April 1992. 

 
The development of the Modeling Protocol has been viewed as a joint effort between the 
contracting Team, the District, and the MAC, and as such, it should be viewed as a “living” 
document.  After the District and MAC reviewed the initial draft, comments were compiled and 
responses developed.  The Modeling Protocol continued to be revised as necessary and was 
made available to the project participants.  For example, as new information necessitated updates 
to the modeling approach well into the study, the Modeling Protocol was further revised to 
reflect the alternative methodology.  The Modeling Protocol identified work carried out by the 
CARB to prevent duplication of efforts, and emphasized the synergy between the District’s and 
CARB’s modeling of the CCOS episodes and modeling domains.  Therefore, this report should 
be considered a formalization of the latest version of the BAAQMD’s SFBA Modeling Protocol. 
 
Other more recent modeling guidance includes a focus on how to use model results for 
attainment demonstrations, and newer methodologies established for modeling 8-hour ozone: 
 

“Guidance on Use of Modeled Results to Demonstrate Attainment of the Ozone 
NAAQS,” EPA-454/B-95-007, U.S. Environmental Protection Agency, Office of Air 
Quality Planning and Standards, Research Triangle Park, NC 27711, 1996. 
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“Draft Guidance on the Use of Models and Other Analyses in Attainment Demonstrations 
for the 8-Hour Ozone NAAQS.”  EPA-454/R-99-004, U.S. Environmental Protection 
Agency, Office of Air Quality Planning and Standards, Research Triangle Park, NC 
27711, May 1999. 

 
 
PURPOSE AND OBJECTIVES OF THIS STUDY 
 
The original purpose of the current study was to modernize the District’s modeling capabilities to 
align with the modeling systems to be evaluated by the CARB under the CCOS program, and to 
use those systems to develop a new photochemical modeling database to support the 2004 Bay 
Area SIP revision.  With the recent elimination of the need to submit a 2004 SIP revision for 1-
hour ozone, the objectives of the study have shifted slightly, but the overall focus remains the 
same. 
 
The purpose for this study is divided into two distinct goals: 
 

Immediate and foremost goal: 
Provide the District with a photochemical modeling system and technical analyses 
consistent with CARB to support future Bay Area SIP submittals, including assessment 
of projected future year ozone levels in the SFBA, examination of local and regional 
control strategy effectiveness, and analyses of the impact of those strategies on regional 
ozone throughout central California. 
 
Longer-range goal: 
Provide the District with a modern tool base that they can use to build a modeling 
“climatology”, consisting of many additional historical episodes with which to evaluate 
local/regional ozone patterns and issues surrounding inter-basin transport. 

 
 
Overview of Approach 
 
Based upon the District’s suggestions for consistency with their preexisting modeling tools and 
those to be evaluated by the CARB for CCOS, the original scope specified the use of the 
following models: 
 
 Emissions Processing:  Emissions Modeling System, 1995 version (EMS-95) 
 Meteorological Modeling: Regional Atmospheric Modeling System (RAMS) 

Photochemical Modeling: Comprehensive Air quality Model with Extensions 
(CAMx) 

 
The EMS-95/RAMS/CAMx modeling system was originally selected for this study because it 
contains all of the technical features necessary to simulate ozone air quality in the SFBA and 
throughout California.  We continue to believe that this system of models has the highest 
likelihood of generating SIP-quality photochemical modeling databases. 
 
The same EMS-95 emissions processor and input databases used by the CARB were used in this 
project to assure CARB compatibility and acceptability.  We believe that this was an essential 
element of the study.  Alpine Geophysics (AG), one of the developers of EMS-95, took the lead 
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of the emissions modeling task and worked closely with CARB to assure consistency and 
compatibility with the CARB’s emissions development efforts.  AG was concurrently under 
contract with CARB to develop on-road mobile source VMT estimates for the CCOS domain. 
 
The RAMS prognostic meteorological model was originally selected for the modeling system 
because of its demonstrated successful application in the Bay Area in the past, its inclusion of all 
the technical features necessary for simulating the complex Bay Area meteorology, and its 
familiarity to District staff.  Meanwhile, the CARB has utilized the Fifth Generation PSU/NCAR 
Mesoscale Model (MM5) for their CCOS modeling effort.  Thus, a methodological consistency 
issue immediately presented itself to the District as we moved forward with modeling of the 
CCOS episodes.  The original protocol was therefore revised to include an inter-comparison of 
RAMS and MM5 performance and to select the most appropriate for use in the photochemical 
modeling component.  Ultimately, the District also undertook MM5 simulations on their own.    
Subcontractor Dr. Craig Tremback of ATMET is one of the developers of RAMS and has led the 
RAMS application task.  ATMET configured RAMS for optimal high speed performance on the 
project’s computer cluster.  We evaluated both CARB and District MM5 applications in this 
project as well. 
 
The CAMx photochemical grid model was selected for the modeling system as it is publicly 
available, contains all of the technical options needed to simulate ozone in the Bay Area, and 
contains some superior capabilities to the other state-of-science models.  In particular, the CAMx 
contains several “probing tools”, including the decoupled direct method (DDM) of sensitivity 
evaluation, ozone source apportionment technology (OSAT), and Process Analysis, all of which 
will increase the likelihood of obtaining a photochemical base case simulation that fully achieves 
the model performance objectives.  The CAMx modeling was led by its developers, ENVIRON.  
The CAMx modeling domain was based upon concurrent MM5/SAQM/CMAQ/CAMx model 
testing and evaluation undertaken by the CARB.  ENVIRON set up and assisted the District in 
evaluating CAMx for one CCOS episode during July/August 2000 and an ancillary episode in 
July 1999, and transferred and trained District staff on its use.  
 
 
Project-Specific Computer and Web Site 
 
The District has very specific computer performance goals for operation of simultaneous 
meteorological and air quality model simulations.  As part of the current study, the project team  
worked with District staff to identify an appropriate Linux multi-node cluster system, purchase 
and test the system, install models and supporting databases, and deliver the system to District 
offices.  This system can also be enhanced and expanded as new technology becomes available. 
 
It was agreed that we would keep all project participants advised of the project through a web 
site maintained by ENVIRON, and to which we would post new information for the MAC as it 
was developed.  Because this is a project site, and was intended to be a resource primarily for 
those that are expected to make meaningful contributions to the technical review effort, we have 
provided password protection. 
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Address: http://www.environ.org/basip2004 
Username:  basip2004 
Password:  goldengate 
 
Links to small documents such as reports, meeting minutes, summaries, and certain model results 
were provided via the web site to ease dissemination. 
 
 
Relationship to CCOS 
 
As noted above, the CARB has led an effort spanning several years and expending millions of 
dollars to develop a robust and highly credible data base to be used in photochemical modeling 
over much of California.  The CCOS project yielded results in the form of very large datasets 
that can be used by those engaged in photochemical modeling.  Data were collected for several 
groups of intensive operating periods (“episodes”) in 2000.  As discussed elsewhere, a subset of 
those episodes were evaluated for use in this study. 
 
Because of the complexities of photochemistry, emissions, and meteorology, it is important that 
air pollution management decisions be based on the best science and most comprehensive data 
available.  The CCOS study provided significant information in many areas.  Not withstanding 
the potential for different approaches in some aspects of the CARB and District studies, the Bay 
Area study participants and the CCOS sponsors agreed to share all technical information as both 
studies proceeded, thus minimizing any differences in results that could not be accounted for in 
an objective fashion. 
 
 
Considerations for Regional Pollutant Transport 
 
Pollution does not respect political boundaries.  There is documented air mass flow from the Bay 
Area into inland areas of the State, and vice-versa.  The Federal Clean Air Act recognizes such 
transport and addresses the manner in which up- and down-wind areas are interconnected in the 
regulatory process.  One of the goals of this study is to provide information that should assist in 
that regulatory assessment.  In addition to air mass and pollutant flow, there are also mobile 
source emissions that originate within one area but continue as vehicles move to another area.  
For example, automobiles registered in the San Francisco Bay Area clearly transit outside of that 
area.  The same is true of vehicles registered elsewhere. 
 
Both of these phenomena can be addressed from the photochemical modeling system developed 
in this study.  Pollutant mass transport can be explicitly addressed because the modeling domain 
used in this study extends well beyond the SFBA, thus accounting for such air mass movement 
within the modeling system.  The movement of vehicles can be addressed through the use of 
complex transportation model output results being used in estimating mobile source emissions.  
Such transportation models are used by Metropolitan Transportation Commission (MTC) in the 
San Francisco area, and Sacramento Association of Governments (SACOG) in the Sacramento 
area.  As described earlier, Alpine Geophysics developed a California-wide Integrated 
Transportation Network that should facilitate such analyses in the future. 
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2.  EPISODE SELECTION 
 
 
Any future ozone air quality planning to be undertaken by the BAAQMD must include an 
evaluation of the effectiveness of emission control measures by simulating their effects on 
ambient ozone air quality during specific multi-day pollutant episodes.  A three-dimensional air 
quality model, the Comprehensive Air Quality Model with extensions (CAMx), will be used for 
these simulations.  Air quality models require time- and space-varying inputs of emission and 
meteorological fields over the episodes to be considered.  These fields significantly influence the 
results of the simulations and are the most relevant to the SIP analysis. 
 
The general modeling approach for evaluating control measures is to simulate one or more 
historic episodes (periods that violated the air quality standard) using inputs that best 
approximate the physical conditions that prevailed during each episode.  This simulation defines 
a base-year reference or “base” case.  If the performance of the historic base case simulation is 
acceptable, meaning that all evidence suggests that the model is operating correctly and 
appropriately reproducing the causes for high ozone where and when it was observed, then a 
simulation is performed using emissions that incorporate best-estimate growth projections and 
adopted control programs into a future year (usually the attainment year).  This “future base” 
case is then analyzed to indicate if any additional controls are necessary to ensure attainment of 
the ozone standard.  If necessary, then simulations are performed using emissions that introduce 
proposed new emission control measures (“future control” case).  The differences between the 
“future base ” and “future control” simulations represent the air quality impacts of the proposed 
new emission control measures. 
 
Episodes used for this analysis need to be selected carefully so that the analysis has the 
maximum credibility and generality.  The criteria for episode selection are:  
 
• The episode must have had an ozone measurement that exceeded the federal ambient air 

quality standard.  The 1-hour standard for ozone is 124 ppb averaged over one hour, while 
the new 8-hour ozone standard is 84 ppb averaged over eight hours.  Ozone observations 
above these standards may influence the calculation of the “ozone design value”, which is the 
regulatory measure of ozone levels in each air basin. 

 
• The episode must be representative of a class of episodes that occur frequently so that the 

simulation will presumably have greater generality to the analysis of predicted changes in the 
design value.  Incorporating multiple episodes into the analysis will further broaden its 
generality.  EPA guidance recommends the examination of three or more episodes, unless 
sufficient evidence can be provided to suggest that fewer are technically acceptable. 

 
• The episode must have sufficient observations to determine the physical conditions that 

contribute to the ozone exceedances.  Furthermore, the observations must provide data that 
satisfy model input needs and that can be used to evaluate model performance.  

 
Furthermore, the CARB and other Districts will be conducting regional transport assessments as 
a means for controlling ozone levels throughout the state.  It is therefore beneficial to the 
BAAQMD to identify and consider the modeling episodes to be used by the CARB and other 
districts to specifically support the District’s own evaluation of pollutant transport into and out of 
the Bay Area. 
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This chapter summarizes the episode selection process undertaken early in this project to support 
revised photochemical modeling in the Bay Area.  Note that at the time of episode selection, the 
District was tasked with developing a revised SIP to attain the 1-hour ozone standard; hence, the 
language in this chapter revolves around analyses of historic 1-hour ozone patterns and trends in 
the Bay Area.  While we believe that the episodes ultimately chosen for the current effort would 
provide an adequate base for initial 8-hour ozone assessments as well, the BAAQMD will be 
cognizant of more recent ozone episodes that have occurred in the 2001-2003 8-hour designation 
period (and later) to update their modeling library. 
 
BAAQMD staff have investigated the categorization of 1-hour ozone exceedances in the Bay 
Area for the period 1995 through September 2002 in order to find representative exceedance 
days to be used for SIP modeling.  Two main categories of exceedance patterns were found: (1) 
when high ozone values occurred at isolated individual sites; and (2) when high values occurred 
at several sites and in many regions.  This is discussed further in the following section. 
 
 
EPISODE REPRESENTATIVENESS 
 
Criteria For Modeling Episode Representativeness 
 
A key question that emerges from modeling a small set of ozone exceedance days is whether the 
physio-chemical dynamics are adequately similar to the broader set of episodes that the 
conclusions derived from modeling would apply in general.  That is, can the modeled days be 
considered representative of other exceedance days.  One important aspect of this question is 
whether episode days fall into more than one clear-cut category.  Do the dynamics vary 
sufficiently so that the modeled results of a day in one category cannot be extrapolated to days in 
the other category? 
 
We are not aware of a single omnibus approach to address these issues.  This analysis looks at 
various approaches, including simple tabulations; frequencies of episode days by day of week, 
month, and area; an analysis of trends by site; and a cluster analysis.  The ultimate choice of 
modeling days necessarily involves judgment based on our experience with previous modeling, 
and on our conceptual understanding of ozone dynamics in the Bay Area. 
 
 
Definitions 
 
It is often a good idea to attempt to pin down the definitions of key words in an analysis.  It can 
lead to a clarification of thought.  The word “representative” is frequently used, but is a difficult 
one to define in this context.  Let's try to answer the following: representative of what?  Are we 
talking about representative days or representative episodes? 
 
When we say “representative,” it seems reasonable to assume we mean “representative of Bay 
Area days exceeding to the 1-hour standard.”  Because the focus of the Bay Area's ozone 
problem is in the east, Livermore specifically, we may want to restrict this to “representative of 
eastern Bay Area days exceeding the 1-hour standard,” excluding the few days where peak 
ozone occurred elsewhere.  We may also determine that there is more than one category of days 
we wish to consider, e.g., two sets of days with distinctly different dynamics.  Then, we could 
define a day as “representative of days exceeding the 1-hour standard that fall into category x.”  
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Modeling is done on episodes rather than individual days.  However, episodes are more 
complicated because the number of days can vary, making episode to episode comparisons 
difficult.  Also, the standard is written in terms of days, not episodes.  Thus, it may be preferable 
to consider representative days.  When an episode is being considered for modeling, then, we 
look at the days it contains to see which, if any, are “representative.” 
 
Thus, this analysis focused on days that exceeded the 124 ppb national 1-hour ozone standard 
somewhere in the District.  To obtain a large enough sample, we used data back to 1995.  Going 
back further would have increased the sample size, but it is unclear whether the emissions 
patterns back then would be sufficiently similar to current patterns. 
 
Tables 2-1 through 2-3 present features of the 36 days from 1995 through September 17, 2002 
that exceeded the national 1-hour ozone standard of 124 ppb.  Table 2-2 shows numbers of 
exceedances by site.  One feature that stands out is Livermore, which had exceedances on 27 of 
the 36 days, and had the highest ozone on 20 of those days.  Concord was a distant second with 
exceedances on 10 days and the highest ozone on 6.  These sites, along with Bethel Island and 
Fairfield, account for all but seven of the highest ozone values.  
 
Table 2-3 shows that at least one eastern site had an exceedance on 33 out of the 36 episode 
days.  Santa Clara County had 11 such days.  The other regions – North Counties, Central Bay 
sites and South Central Bay sites -- have few exceedances by comparison.  Table 2-3 also shows 
that most exceedance days (26 out of 36) occurred only in one region.  Nevertheless, there were 
10 days where exceedances occurred in more than one region, that is, more than once a year on 
average.  Finally, the table shows that both 1-day and multi-day episodes are common: 16 of the 
1-hour exceedances are 1-day events, the rest are 2-day or 3-day events. 
 
 
Exceedances By Day of Week 
 
Recent history suggests that ozone exceedances occur more frequently on weekend days than 
weekday days – a so-called "weekend effect."  Figure 2-1 shows a histogram of exceedance 
frequencies by day of week.  The average frequency is 36/7 = 5.1, so that the weekend 
exceedances are somewhat more frequent than average.  The differences are not statistically 
significant, however, and in fact, Monday has been the most common exceedance day. 
 
The weekend effect appears strongest for inner-bay sites.  Blanchard and Fairley (2001) showed 
that sites ringing the bay had statistically significant weekend effects whereas sites further east 
did not.  Note that the three days when Fremont and San Jose recorded the District's maximum 
were weekend days and eight of the nine exceedance days for San Jose, Fremont and Alum Rock 
occurred on weekends.  In contrast, many of Livermore's and Concord's exceedances occurred 
during weekdays (16 in Livermore), so weekday exceedances cannot be ignored.  Eleven of 
Livermore’s exceedances occurred on the weekends, an event that would occur only about 12% 
of the time by chance if the probability of a weekend exceedance was equal to that for weekdays, 
based on a binomial distribution.  Thus, Livermore may indeed have a greater probability of an 
exceedance on a weekend day than a weekday. 
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Table 2-1.  Ozone (ppb) by site on District days exceeding the national 124 ppb 1-hour ozone standard, 1995 through September 
2002.  Exceedances in bold; District max underlined.  Successive episodes shown by alternating shading/no shading. 

d
o BA SJV SAC

m/d/yr w bi ff pt cc li lv np va st sr oa sf ri mv rc sl fr ha lg gi sm ar sj Max Max Max
6/23/95 Fr 86 95 96 90 130  81  53 60 36 26 49  68 77 108 88 89 118 113 127 100 130 142 116 Sites
6/24/95 Sa 76 109 87 98 142  74  67 84 84 74 81  116 150 153 145 130 107 115 127 121 153 133 106 bi Bethel  Island
6/25/95 Su 98 129 121 128 120  130  84 88 75 71 78  114 131 117 119 97 92 91 113 114 131 132 125 ff Fairfield
7/14/95 Fr 79 95 91 86 106  80 82 61 57 33 53 52 97 88 67 92 102 101 130 128 113 108 130 128 111 pt Pittsburg 
7/15/95 Sa 84 87 93 99 98  90  88 82 70 88 87 116 140 144 149 138 128 108 107 145 134 149 140 117 cc Concord
7/27/95 Th 124 113 119 152 155  105 91 97 59 26 40 47 79 58 87 107 88 141 96 102 106 102 155 156 131 li Livermore – old 1st st
7/31/95 Mo 104 104 104 121 138  78 71 73 54 30 40 62 90 69 82 87 94 135 86 93 113 98 138 149 154 lv Livermore – Rincon
8/14/95 Mo 107 98 113 147 134  95 99 73 68 34 42 57 66 60 87 100 88 85 81 88 105 98 147 139 111 np Napa
8/19/95 Sa 74 88 86 92 147  90 100 76 73 75 58 79 84 103 100 99 101 107 90 86 102 97 147 129 123 va Vallejo
8/20/95 Su 73 63 71 75 130  53 43 52 30 27 37 36 60 56 59 75 64 101 57 69 94 90 130 140 116 st Santa Rosa
9/795 Th 128 95 124 92 78  92 61 66 47 21 42 53 52 48 69 68 77 63 90 91 80 59 128 118 114 sr San Rafael
6/3/96 Mo  81 75 87 128  73 83 53 51 21 20 27 42 32 38 71  72 91 82 73 59 128 126 113 oa Oakland
6/30/96 Su 79 100 92 115 131  90 100 66 80 85 51 73 94 69 107 89  113 90 114 88 90 131 137 114 sf San Francisco
7/1/96 Mo 137 113 117 127 133  83 93 83 56 30 47 44 80 49 79 90  129 95 94 102 88 137 143 126 ri Richmond/San Pablo
7/21/96 Su 86 74 69 85 126  62 54 68 53  27 36 69 34 44 74  91 78 83 86 81 126 115 126 mv Mountain View/
7/28/96 Su 77 89 91 95 129  86 69 61 46 27 25 33 68 41 55 75  92 84 103 74 72 129 121 93 Sunnyvale
8/8/96 Th 90 67 87 99 133  76 60 48 37 22 30 33 47  30 53  57 104 99 57 61 133 150 110 rc Redwood City
8/9/96 Fr 113 101 94 101 138  78 81 60 55 36 31 42 71 46 71 76  96 98 109 62 88 138 144 150 sl San Leandro
8/10/96 Sa  76  97 137  69  45  21 23 31 50 32  50  77 92  51  137 148 113 fr Fremont
7/18/98 Sa 97 102 95 115 146  91 79 63 69 43 26 58 97 54 73 106 99 133 132 135 129 147 147 158 104 ha Hayward
8/3/98 Mo 91 98 75 84 124  72 63 67 73 43 29 56 95 66 90 96 94  135 142 98 109 142 143 151 lg Los Gatos
8/4/98 Tu 101 121 97 119 134  125 119 67 74 34 29 47 85 43 101 115 104  118 144 120 110 144 153 148 gi Gilroy
8/12/98 We 123 106 95 147 139  101 106 68 63 20 19 49 81 42 77 89 92 92 97 112 72 76 147 145 130 sm San Martin
8/29/98 Sa 88 70 63 88 131  66 59 44 42  30 36 56 36 37 63 63 68 91 98 61 66 131 154 111 ar Alum Rock
9/2/98 We 113 87 70 98 139  72 59 56 39  21 29 50 32 45 61 59 76 96 92 47 56 139 153 145 sj San Jose
9/3/98 Th 120 110 96 130 113  101 104 66 57  23 38 81 36 111 98 116 60 63 72 86 101 130 119 151
9/13/98 Su 94 90 68 87 136  88 75 62 52  36 56 83 55 86 102 98 92 88 94 96 88 136 124 127
7/11/99 Su 99 117 88 126 146  105 113 76 92 76 52 67 109 69 113 133 123 116 104 125 116 103 146 142 137
7/12/99 Mo 112 120 98 156 144  115 95 76 61 27 50 47 95 47 89 98 83  101 115 107 109 156 132 140
8/25/99 We 128 129 95 109 94  103 98 73 81 34 26 63 100  52 70 68 117 105 110 89 109 129 144 160
5/22/00 Mo 115 82 107 138 84 82 70 65 43 48 30 21 47  29 43 55 50 46  77 61 58 138 139 134
6/15/00 Th 85 66 78 86 137 152 57 36 37 32 31 30 36  36 35 44  63  64 56 52 152 139 124
7/31/00 Mo 93 79 84 81 126 124 63 46 48 25 15 17 23  25 20 56 51 62  48 46 46 126 118 103
7/3/01 Tu 130 102 118 134  113 99 82 86 68 38 58  55 45 80 91 76 90 90 95 77 84 134 134 110
7/9/02 Tu 97 87 84 135 76 82 50 57 34 35 54 70 54 65 84 69 92 121 116 76 135 133 145
7/10/02 We 111 101 111 102 160 78 73 67 60 29 29 51 67 48 75 67 70 106 75 90 67 160 163 137

Santa Clara ValleyEastern North Central Bay South Central Bay
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Table 2-2.  Number of 1-hour exceedances (District maximum) by site, 1995 through 
September 2002. 

North Counties 
(NC) 

Eastern  
(E) 

South Central Bay 
(SCB) 

Santa Clara County 
(SCC) 

Central Bay 
(CB) 

Napa 2(0) Bethel Isl. 4 (2) Fremont 3(2) Alum Rock 4(0) Oakland 0 
San Rafael 0 Concord 10(6) Hayward 2(0) Gilroy 3(1) SF 0 
Santa Rosa 0 Fairfield 2(1) Mountain View 0 Los Gatos 6(0) San Pablo 

/Richmond
0 

Vallejo 0 Livermore 27(20) Redwood City 1(0) San Jose 2(1)   
  Pittsburg 0 San Leandro 3(1) San Martin 5(2)   
 
 
Table 2-3.  Number of 1-hour exceedances by year, subregion, number of areas, and episode 
length, 1995 through September 2002. 

 
Exceedances by subregion 

No. of days with n 
regions exceeding std 

 
Episode length 

 
 
Year 

 
 
District NC CB E SCB SCC n=1 n=2 n=3 1 day 2 days 3 days

1995 11 1 0 9 3 6 5 4 2 4 2 1 
1996 8 0 0 8 0 1 7 1 0 3 1 1 
1997 0 0 0 0 0 0 0 0 0 0 0 0 
1998 8 1 0 7 0 3 6 1 1 4 2 0 
1999 3 0 0 3 1 1 2 0 1 1 1 0 
2000 3 0 0 3 0 0 3 0 0 3 0 0 
2001 1 0 0 1 0 0 1 0 0 1 0 0 
2002* 2 0 0 2 0 0 2 0 0 0 1 0 
All 36 2 0 33 4 11 26 6 4 16 7 2 
*Through September 17, 2002 
 

Figure 2-1.  Numbers of exceedances by day of week, 1995 through September 2002. 
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Another way to compare the importance of weekends vs. weekdays is to compare design values.  
For this, seven years were used, 1996-2002, so that there would be five years of weekdays and 
two years of weekend days.  Design values can be estimated from the 6th and 3rd largest values 
respectively.  Typically, the design value is the 4th highest value from 3 years of data.  The 7 
years of data include 5 years of weekdays and 2 years of weekends.  Thus, it seems reasonable to 
estimate the weekday design value by the 6th highest weekday value, and the weekend design 
value by the 3rd highest weekend value.  For Livermore, these were 138 ppb for the weekdays vs. 
137 ppb for the weekends. 
 
Ninety percent confidence intervals can be constructed based on the binomial distribution.1  They 
are 134 ppb to 152 ppb for weekdays, compared with 136 ppb to 146 ppb for the weekends.  
Thus, there is no evidence that Livermore's weekend design value is higher or lower than its 
weekday design value.  By way of contrast, Fremont has a strong weekend effect.  Its weekday 
and weekend design values are 98 ppb and 109 ppb respectively, with confidence intervals of 
(96, 106) for weekdays, and (106, 133) for weekends.  This difference is statistically significant. 
 
 
Month of Exceedance 
 
In the Bay Area, ozone exceedances are most frequent in July and August (Figure 2-2).  In fact, 
all but two of the 36 exceedances in 1995 through September 2002 occurred between June 15 
and September 15.  
 

Figure 2-2.  Numbers of exceedances by month, 1995 through September 2002. 

                                          
1  Here a confidence interval for the upper 1/365th percentile is shown.  This is not identical to the design value 

however. With three years of data, this would usually be estimated as the 3rd largest value, whereas the design 
value is estimated as the 4th largest.  Also, technically, the binomial distribution is assuming that the days are 
statistically independent, whereas in reality, ozone values are serially correlated.  This makes the confidence 
intervals narrower than they would be if we could take this correlation into account. 
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This suggests that, to ensure representativeness, modeling days should be selected from this 
period.  However, it is not clear that the dynamics are necessarily different at other times; the 
main reason for the fewer exceedances may simply be that there tend to be more hot days 
between mid-June and mid-September.  Nevertheless, since ozone production depends on 
sunlight, the dynamics of ozone production in September and October may be different from 
earlier summer months.  September exceedance days in recent years experienced localized 
ozone, with only one station exceeding the standard on each day. 
 
 
Trends and Representative Days 
 
Figure 2-3 shows numbers of exceedances by decade (1982-1991 vs. 1992-2001) for long-
running BAAQMD sites.  Livermore was the hot spot in both decades, but during the 1980’s 
there were other sites that competed with it, Los Gatos in particular.  What is apparent from the 
figure is that there has been a dramatic improvement in the south bay area, but marginal if any 
improvement in the east (Livermore, Concord, Bethel Island).  The point is, as more previously 
adopted controls are implemented, one would expect more of the same, namely further 
improvement in the south bay, but not necessarily in the eastern part of the district.  This implies 
that the regulatory focus should be on reducing ozone in the eastern part of the district, and hence 
modeling also needs to be focused on days when ozone is high in the east. 
 
 
Cluster Analysis 
 
Another way to assess representativeness is through cluster analysis.  This analysis finds groups 
of days that are similar, based on some numeric variables.  The variables used here are the 1-
hour ozone maxima from the various BAAQMD sites.  Two days are "similar" if the patterns of 
high ozone are similar.  In this analysis there were 36 episode days with ozone measurements 
from 21 BAAQMD sites.2 
 
Figure 2-4 presents the results of the analysis.  Pairs of days connected by short lines are most 
similar.  For example, 8/8/96 and 8/10/98 have lines connecting them with a distance of about 7 
ppb (representing the average difference between the 1-hour values on the two days from the 21 
sites).  The cluster of those two days is similar to 8/29/96.  The cluster containing those three 
days is similar to 9/2/98, and so on. 
 
The analysis shows two days that are very different from the rest, 6/24/95 and 7/15/95, denoted 
as cluster 3 in the figure.  These were days when the maximum ozone occurred at Fremont and 
there was high ozone at other sites near San Francisco Bay.  We can break the remaining days 
into two clusters, denoted in the figure by 1 and 2.  Comparing cluster 2 days with Table 2-1, we 
note that in every case, the maximum occurred at just one eastern site, with relatively low values 
everywhere else.  Cluster 1 days contain all days where there was ozone at multiple sites and 
regions, thus representing more widespread high ozone. 
 
 

                                          
2 Missing values were filled in using a combination 2-way ANOVA to provide initial estimates, then assuming the 

values for a particular day came from a multivariate normal distribution, estimating the parameters using the E-M 
algorithm, then using the MVN to predict the missing values. 
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Figure 2-3.  Trends in exceedances of the federal 1-hour ozone standard 1982-91 vs. 1992-
2001.  Vertical bars represent numbers of exceedances at long-running BAAQMD sites. 
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Figure 2-4.  Clustering of Bay Area days exceeding the national 1-hour ozone standard, 1995 
through September 2002.  Thick, horizontal lines divide the three main clusters. 
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Table 2-4 shows that Cluster 1 District peak ozone values were somewhat higher than Cluster 
2's.  From Figure 2-5, however, there was considerable overlap.  Cluster 3's peaks were among 
the highest, but the paucity of data makes statistical inference difficult – the differences 
are not statistically significant. 
 
In contrast, the means of the daily 1-hour maximum ozone values from BAAQMD sites show 
dramatic differences.  There is no overlap between the three clusters (see Figure 2-6), with 
Cluster 2 having the lowest mean values, Cluster 1 in the middle, and Cluster 3 the highest.  
Among the six selected days shown in Table 2-4, the mean ozone values for the two from Cluster 
2, 6/15/00 and 7/31/00, show the lowest mean ozone.  The two 2002 days have mean ozone that 
is substantially below the Cluster 1 average, whereas the 1999 days are above the Cluster 1 
average. 
 
Table 2-4 also shows the daily 1-hour maximum ozone for the Sacramento (SV) and San Joaquin 
Valley (SJV) districts.  For SJV, there is no statistical difference between the clusters.  For 
Sacramento, however, Cluster 1 days have substantially higher ozone than Cluster 2 days.  Note 
that among the six days shown in Table 2-4, SV exceeded the 1-hour standard on all the Cluster 
1 days and neither of the Cluster 2 days. 
 
 
Comparisons of Meteorological Variables by Cluster 
 
A number of meteorological variables were chosen for comparison between clusters.  The basis 
for the choice was previous experience – variables that had been shown to be useful for 
predicting high ozone.  These included daily maximum temperatures and midday wind speeds at 
several Bay Area surface meteorological monitoring sites and various RAOB measurements 
collected at Oakland at 4 AM and 4 PM daily.  Among the temperature variables, there was some 
difference between Clusters 1 and 2 at Livermore, but still considerable overlap.  The 850 mb 
temperatures exhibited no significant difference between the clusters.  For San Jose maximum 
temperature, however, there was a clear-cut, highly statistically significant difference, with 75 
percent of the Cluster 1 temperatures greater than 75 percent of the Cluster 2 temperatures. 
 
The Cluster 1 midday winds at Travis AFB and San Martin were somewhat lighter than for 
Cluster 2.  The 850 mb wind speeds showed no difference, nor did the 850 mb 4 AM wind 
direction.  The 850 mb 4 PM wind direction did show clear-cut differences (Figure 2-7).  On 
over half of the Cluster 1 days the 4 PM winds had an easterly component.  In contrast, only one 
of the 12 Cluster 2 days (and 1 out of 2 Cluster 3 days) had an easterly component. 
 
In summary, there are indeed differences between the clusters for some meteorological variables.  
Cluster 2 days tended to be cooler, especially in the south bay.  Cluster 2 days had somewhat 
stronger winds.  Almost all Cluster 2 days had westerly 850 mb winds at 4 PM, whereas over 
half the 850 mb winds at 4 PM for Cluster 1 had an easterly component. 
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Table 2-4.  Ozone and meteorological summary statistics: medians by cluster and values by key 
exceedance day. 

Cluster: 1 2 3 Cluster 7/11/99 7/12/99 6/15/00 7/31/00 7/9/02 7/10/02 

n: 22 12 2 Diffs* Clust 1 Clust 1 Clust 2 Clust 2 Clust 1 Clust 1 
District Max O3 (ppb) 138 131 151 2<1 146 156 152 126 135 160 
District Avg O3 (ppb) 89 65 107 2<<<1 102.8 92.5 52.7 56.7 77.3 78.5 
Livermore max T (F) 103 99 102 2<1 104 105 102.8 101.4 103.8 105.9 
SJ max T (F) 98 92 103 2<<<1 95 101 90 93 101 99 
850 mb 4am T (F) 77 75 71 1≈2 77 78 79 77 77 85 
850 mb 4 pm T (F) 77 74 74 1≈2,3 78 81 81 79 80 85 
Travis 10-4 WS (mph) 6.7 7.7 6.7 1<2 5.4 8.6 11.9 8.6   
S Martin 10-4 WS 
(mph) 8.0 9.9 7.9 1<2 6.5 7.9 10.2 9.5 8.4 7.8 
850 mb 4 am WS 
(mph) 6 6 5 1≈2 14 6 18 5 5 2 
850 mb 4 pm WS 
(mph) 7 6 3 1≈2 12 5 11 2 3 10 
850 mb 4 am WD (deg) 150 235 78 1≈2 345 160 10 310 75 360 
850 mb 4 pm WD (deg) 170 252 260 1<<2 25 245 255 280 175 300 
SJV max O3 (ppb) 142 139 137 1≈2 142 132 139 118 133 163 
SAC max O3 (ppb) 131 114 112 1<2 137 140 124 103 145 137 
* This column shows the extent to which the clusters differed for the selected ozone and met. variables.  A ≈ indicates that there 

was no statistically significant difference. One < sign indicates statistical significance (p < .05). Two < signs indicate 
significance at the .01 level.  Three < signs indicates cognizance at the .001 level.  Because Cluster 3 had only 2 values, it was 
not reasonable to test for statistical significance. 

 

Figure 2-5.  Boxplots of daily maximum ozone by cluster.  Boxes (rectangles) show 25th and 
75th percentiles.  Horizontal lines in the boxes are medians.  Vertical lines above and below the 
boxes indicate the range of the data unless there are outliers.  Outliers are shown with asterisks 
(see Figure 2-6). 
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Figure 2-6.  Boxplots of mean 1-hour ozone maxima for the 21 sites, by cluster, 1995 through 
September 2002.  

 
Figure 2-7.  850 mb 4 PM wind directions at Oakland by cluster, 1995 through September 2002.  
A line is drawn at 180o for reference. 
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Analysis of Meteorological Conditions 
 
The cluster analysis in the previous section produced two distinct ozone episode clusters: Cluster 
1 with ozone exceedances in several regions of the Bay Area and Cluster 2 with ozone 
exceedances mostly in the Concord and Livermore areas.  The previous section also examined 
the influence of meteorological variables for 6 episode days (7/11-12/1999, 6/15/2000, 
7/31/2000, and 7/9-10/2002) that were potential candidates for the Bay Area modeling work.  
The June 15 and July 31, 2000 episodes, both Cluster 2 episode days, had originally been 
selected as the first 2 episodes to be modeled since they were part of the CCOS field study.  A 
third episode was to be selected from the Cluster 1 episodes of July 11-12, 1999 or July 9-10, 
2002.  The representativeness of these episodes were examined by analyzing available 
meteorological data. 
 
A cursory analysis of the weather maps showed that all the 6 episode days were characterized by 
a high 500 mb geopotential height and high 850 mb temperature, indicating strong downward 
motion.  This downward motion created a strong inversion layer in the Oakland sounding.  The 
surface weather maps also showed thermal lows or troughs over California for each of the 6 
days.  There was no clear distinction in the weather patterns between Cluster 1 episode days and 
Cluster 2 episode days. 
 
 
Trajectory Analysis 
 
Another way to characterize the meteorological conditions is to analyze back trajectories from 
various points in the Bay Area to identify transport routes and possible source areas of ozone 
precursors.  Figures 2-8 and 2-9 show back trajectories from Livermore and San Martin ending at 
2 PM PST on July 11, 1999, computed by HYSPLIT using the EDAS (Eta Data Assimilation 
System) wind fields.  The surface trajectory arriving at Livermore came from the North Bay 
area.  The surface trajectory arriving at San Martin came from the Peninsula and the Central Bay 
Area.  Both of the trajectories passed through areas rich in ozone precursors and could be linked 
to the high ozone observed at Livermore and San Martin on this day. 
 
As a matter of fact, the surface trajectories reaching Livermore at 2 PM for each of the 6 days 
(the other 5 days not shown) all came from the west, passing through the areas surrounding the 
San Francisco Bay; high ozone was observed at Livermore for all days.  The surface trajectories 
at San Martin passed through the San Francisco Bay area on 5 of the 6 days (the other 5 days not 
shown).  High ozone was observed at San Martin in 4 of these 5 days.  July 31, 2000 was the 
only exception, when the observed ozone maximum was 46 ppb.  On June 15, 2000, the surface 
trajectories at San Martin passed through the Santa Cruz Mountains and the observed ozone 
maximum at San Martin was 56 ppb. 
 
Note also the vastly different trajectory paths for the three different end-point elevations (surface, 
500 m, and 1000 m).  This shows that a high degree of vertical shear is present during July 11.  
Certainly, this opens up the possibility for contributions of ozone and precursors reaching the 
eastern Bay Area from the Central Valley, particularly Sacramento.  While the 1000 m trajectory 
is probably higher than the 2 PM mixing depth in Livermore, the 500 m trajectory should be near 
the top of boundary layer, indicating that some pollutants could be arriving in Livermore from 
the north and east. 
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Figure 2-8.  Back trajectories ending at Livermore at 2 PM July 11, 1999.  The red line (with 
triangles) is the surface trajectory at 2 m.  The blue line (with square) is the trajectory at 500 m.  
The green line (with circle) is the trajectory at 1000 m.  The time is shown in UTC.  To convert to 
PST, subtract 8 hours from UTC. 
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Figure 2-9.  Same as Figure 2-8 except for San Martin. 
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We must be cautious in drawing conclusions purely based on the trajectory analysis for the 
following two reasons: 
 
1. Individual trajectories vary greatly with time and height.  Since the trajectories in Figures 2-8 

and 2-9 are the back trajectories ending at 2 PM, when the sea breeze penetrated into the 
Livermore and Santa Clara Valley, the trajectories are most likely to be from the ocean.  
Some of the trajectories computed for the early morning hours, when the wind at Livermore 
was weak or from the east, originated from the Central Valley. 

 
2. The EDAS data, having a 40 km resolution, do not resolve the intricate topography of the 

Bay Area.  Specifically, the EDAS data may not resolve the Tri-Valley area, which is 
important in the assessment of transport to Livermore, as discussed in the next section. 

 
 
Surface Observations 
 
Figures 7-10 through 7-21 show surface wind observations in the Bay Area at 7 AM and 2 PM 
PST for the 6 episode days.   
 
The wind patterns at 7 AM, a heavy commuting hour, are generally light and variable, but differ 
quite a bit among the 6 episode days.  For example, the two CCOS 2000 episode days are 
characterized by strong winds; north-northwest winds of 8-10 MPH had already been established 
by this hour in the Martinez area.  There were also south-southwest winds between Livermore 
and San Jose, forming a clear convergence in the Tri-Valley area.  During the other 4 episode 
days, the morning winds were weak.  Northwest winds existed on July 11, 1999, and on both 
July 9 and 10, 2002.  The winds in the Martinez and Pittsburg areas funneled into the San Ramon 
Valley.  However, on July 12, 1999, morning winds in the Martinez area were in general from 
the west (northerly at only one station).  By 9 AM on July 12, north-northwest winds were also 
established in the Martinez area. 
 
The afternoon wind patterns of the 6 days were amazingly similar in all areas except in the Santa 
Clara Valley.  One consistent feature was the northwest to north-northwest wind near Martinez; 
yet another feature was the strong afternoon westerly flow at Pleasanton.  The northwest wind 
near Martinez either persisted throughout the previous night or started in the early morning.  This 
wind may transport ozone precursors from this area down to the Tri-Valley area over a long 
period of time.  The wind at Pleasanton was weak in the morning; the westerly wind usually did 
not start until after 10 AM, and sometimes started as late as 1 PM.  This sea/bay breeze could 
transport ozone precursors from areas surrounding the San Francisco Bay into the Livermore 
area via the Castro Valley-Dublin gap.  Therefore, high ozone in Livermore may be due to a 
convergent inflow from two areas of ozone precursors.  The similarities in the wind pattern on 
these 6 days and the occurrence of ozone at Livermore may indicate that the mechanism for 
ozone production in Cluster 1 and Cluster 2 days are similar.  Resolving the topography and 
winds in the Tri-Valley area may be necessary for proper modeling of Livermore ozone 
formation. 
 
The afternoon wind at San Martin was northerly for half of the 6 days and southerly for the other 
half.  Of the 4 high ozone days at San Martin, 2 days showed north wind and 2 days showed 
south wind.  Of the 2 low ozone days at San Martin, 1 day showed north wind and the 
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Figure 2-10.  Bay area surface-wind observations at 7 AM PST, July 11, 1999.  The numbers 
are temperature and dew point temperature. 
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Figure 2-11.  Bay area surface-wind observations at 2 PM PST, July 11, 1999.  The numbers 
are temperature and dew point temperature. 
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Figure 2-12.  Bay area surface-wind observations at 7 AM PST, July 12, 1999.  The numbers 
are temperature and dew point temperature. 
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Figure 2-13.  Bay area surface-wind observations at 2 PM PST, July 12, 1999.  The numbers 
are temperature and dew point temperature. 
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Figure 2-14.  Bay area surface-wind observations at 7 AM PST, June 15, 2000.  The numbers 
are temperature and dew point temperature. 
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Figure 2-15.  Bay area surface-wind observations at 2 PM PST, June 15, 2000.  The numbers 
are temperature and dew point temperature. 
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Figure 2-16.  Bay area surface-wind observations at 7 AM PST, July 31, 2000.  The numbers 
are temperature and dew point temperature. 
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Figure 2-17.  Bay area surface-wind observations at 2 PM PST, July 31, 2000.  The numbers 
are temperature and dew point temperature. 
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Figure 2-18.  Bay area surface-wind observations at 7 AM PST, July 9, 2002.  The numbers are 
temperature and dew point temperature. 
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Figure 2-19.  Bay area surface-wind observations at 2 PM PST, July 9, 2002.  The numbers are 
temperature and dew point temperature. 
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Figure 2-20.  Bay area surface-wind observations at 7 AM PST, July 10, 2002.  The numbers 
are temperature and dew point temperature. 
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Figure 2-21.  Bay area surface-wind observations at 2 PM PST, July 10, 2002.  The numbers 
are temperature and dew point temperature. 
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other day showed south wind.  It poses a challenge to explain the source of ozone precursors at 
San Martin during high ozone days, especially when the wind is from the south.  Perhaps a flow 
reversal associated with a horizontal shift of the sea breeze front in the southern Santa Clara 
Valley is a culprit.  This front often shifts in response to differing sea/bay breeze strengths 
between the southern San Francisco Bay and the northern Monterey Bay. 
 
 
An Evaluation of Transport Potential from the Bay Area 
 
The airborne transport of pollutants is of continuing interest because it affects every region and 
air basin.  This SIP modeling effort originally focused on attainment planning for the San 
Francisco Bay Area, but will provide information on transport patterns during the selected ozone 
episodes.  This section considers transport of pollutants from the Bay Area to selected sites in the 
Central Valley and Monterey area for four candidate episode periods (June 11-12, 1999, June 15 
and July 31, 2000 and July 9-10, 2002). 
 
Pollutant transport potential between two areas can be assessed by back trajectory analysis, 
where simulated particles are released at specified times and locations and are transported by 
winds back in time.  The path that the particle takes defines the back trajectory and defines a 
transport connection between any two points on the back trajectory.  For this analysis back 
trajectories were computed on a NOAA Air Resources Laboratory web site using the HYSPLIT 
software.  However, we must recognize the limitations of this analysis.  The back trajectories 
computed by HYSPLIT used meteorological data with a 40 km grid spacing, which does not 
resolve wind variations due to narrow mountains, valleys, and gaps in and around the Coastal 
Ranges.  Hence, we have more confidence in the accuracy of these back trajectories in the 
Central Valley where the terrain is relatively smooth than in the San Francisco Bay and 
Monterey areas where the terrain is more rugged.  The back trajectories in this report were 
selected as follows: 
 
1. For each of the four candidate episodes, we expanded the date range by 2 days before and 2 

days after the episode period.  The modeling work included these additional dates for the 
July/August 2000 period, and thus, we are able to broaden the analysis of transport. 

2. For each expanded episode day, we identified all stations in the Central Valley and Monterey 
area with ozone exceedances.  There were no ozone exceedances in the Monterey area in any 
of the episode periods.  The highest ozone in the Monterey area was 115 ppm observed at 
Pinnacles at 1700 PST on July 10, 2002.  The back trajectory from this Pinnacles observation 
station is included. 

3. For each of these stations, we identified the hour of maximum ozone.  These station locations 
and times defined the initial points for each back trajectory. 

4. For all of these initial points, 24- and 48-hour back trajectories were computed. 
 
Figures 2-22 through 2-25 show the composites of all 24-hour back trajectories for each of the 
four candidate episodes and these are discussed for each episode below. 
 
 
Transport for July 11-12, 1999 
 
Figure 2-22 shows 17 back trajectories for the 1999 episode.  The Sacramento area has definite 
Bay Area transport connections.  Eight of the back trajectories from the Sacramento area passed 
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through the North Bay Area.  As noted earlier, the 40 km resolution wind data may not 
sufficiently resolve the detailed wind variations generated by important topographic features, 
such as the Carquinez Strait, an ostensible transport corridor.  In reality, such features may cause 
the true back trajectories to be located south of those indicated in Figure 2-22, putting them over 
the densely populated North Bay Area.  Three additional back trajectories ending just north of 
Sacramento did not reach the Bay Area within 24 hours.  Two of these eventually traversed the 
North Bay Area 24- to 48-hours earlier.  The influence of any Bay Area emissions on the 
Sacramento area will be diluted significantly after traverse times greater than 24 hours. 
 
The six San Joaquin Valley 24-hour back trajectories all had a northwest to southeast orientation.  
One back trajectory from the Modesto area traversed the Bay Area.  The other Modesto area 
back trajectory and the two Fresno back trajectories traversed the Stockton area 24-hours earlier 
and traversed the Bay Area 24- to 48-hours earlier.  The back trajectory from Bakersfield and 
one from near the Sequoia National Park did not show any Bay Area connections. 
 
 
Transport for June 15, 2000 
 
Figure 2-23 shows six back trajectories for the June 15, 2000 episode.  All back trajectories 
ended in the Sierra.  There were no Bay Area connections even up to 48 hours. 
 
 
Transport for July 31, 2000 
 
Figure 2-24 shows five back trajectories for the July 31, 2000 episode.  The Fresno back 
trajectory traversed the Bay Area.  The two 24-hour Bakersfield back trajectories did not traverse 
the Bay Area but the 48-hour back trajectories did.  The two back trajectories from the 
Sacramento area traversed the North Bay Area. 
 
 
Transport for July 9-10, 2002 
 
Figure 2-25 shows 19 back trajectories for the July 9-10, 2002 episode.  Three of the four 
Sacramento area back trajectories traversed the North Bay Area.  The fourth one had no Bay 
Area connection.  The three back trajectories from Merced County had clear Bay Area 
connections, with two passing through the central Bay Area and the other passing through the 
North Bay Area.  Of the eight back trajectories from Fresno, only one traversed the Bay Area 
within 24 hours, and two others traversed the North Bay Area within 48-hours.  The three back 
trajectories from Bakersfield passed over Fresno within 24 hours and two of these reached the 
central Bay Area within 48-hours.  The back trajectory from the Pinnacles meandered through 
the Santa Clara Valley and East Bay Area before reaching the North Bay Area 24 hours later. 
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Figure 2-22.  The 24-hour back trajectories for the July 11-12, 1999 episode. 
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Figure 2-23.  The 24-hour back trajectories for the June 16, 2000 episode. 
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Figure 2-24.  The 24-hour back trajectories for the July 31, 2000 episode. 
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Figure 2-25.  The 24-hour back trajectories for the July 9-10, 2002 episode. 
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Summary 
 
The potential for transport of pollutants from the Bay Area to the Central Valley and Monterey 
areas for four candidate Bay Area SIP episodes were assessed using the HYSPLIT back 
trajectory analysis.  The results are summarized in Table 2-5.  More than 70% of the Sacramento 
Valley 24-hour back trajectories pass through the Bay Area.  For San Joaquin Valley, this ratio is 
less than 25%.  This is understandable because most high ozone days occur during stagnant or 
weak wind conditions.  Hence, pollutants from the Bay Area will not be able to reach Fresno or 
Bakersfield within 24 hours.  If the back trajectory computation is extended to 48 hours, this 
ratio increases to 80% in the Sacramento Valley and to 55% in the San Joaquin Valley.  The one 
back trajectory computed for the Monterey area does show a clear Bay Area transport 
connection. 
 
Table 2-5.  The ratios of the number of back trajectories passing through the Bay Area to the 
total number computed.  The 24- and 48-hour columns indicate the ratios for the 24- 
and 48-hour back trajectories, respectively.  Sacramento Valley includes Stockton area.  San 
Joaquin Valley includes Merced County area. 

Sacramento Valley San Joaquin Valley Monterey Area  
Episode 24-hour 48-hour 24-hour 48-hour 24-hour 48-hour 

7/11-12/99 7/10 9/10 2/7 5/7 0/0 0/0 
6/15/00 0/1 0/1 0/5 0/5 0/0 0/0 
7/31/00 2/2 2/2 1/3 3/3 0/0 0/0 
7/9-10/02 3/4 3/4 4/14 8/14 1/1 1/1 
Total 12/17 14/17 7/29 16/29 1/1 1/1 

 
 
We rank these episodes for suitability of use in transport analyses as follows: 
 

1. The July 11-12, 1999 episode. 
2. The July 31, 2000 or the July 9-10, 2002 episodes.  The July 9-10, 2002 episode 

includes the only Pinnacles high ozone case. 
 
No back trajectories during the June 15, 2000 episode showed any transport connection from the 
Bay Area to the Central Valley or the Monterey area. 
 
 
Discussion and Conclusions 
 
The statistical analysis has looked at representativeness from several points of view and suggests 
the following points: 
 
1. There has been substantial progress in reducing ozone in the south bay region.  In contrast, 

there has been little progress for eastern sites.  Almost all exceedance days include high 
ozone at eastern sites.  Thus, it seems reasonable that any modeled day should include high 
ozone from eastern sites. 

 
2. The cluster analysis suggests that the days with high ozone at Fremont (6/24/95 and 7/15/95) 

are substantially different from other exceedance days.  This, coupled with the fact that the 
emissions leading to high ozone at Fremont may well be different from those at eastern sites, 
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and the discussion in (1) suggests that these days be excluded from modeling and be 
considered a category that is not represented in the modeling analysis. 

 
3. High ozone occurs at eastern sites on both weekdays and weekends.  The emissions patterns 

will clearly differ for these two periods.  Thus, ideally, modeling should include both 
weekend and weekday exceedances. 

 
4. The cluster analysis found two main categories of clusters: days with exceedances at isolated 

individual sites where the rest of the District was relatively clean; and days with exceedances 
at several sites and regions. Cluster 2 days have much lower mean ozone than Cluster 1 and 
differ with respect to several meteorological variables.  In particular, Cluster 2 days are 
cooler in the south bay and have somewhat stronger winds through the Carquinez Strait and 
Santa Clara Valley.  In addition, Cluster 2 afternoon 850 mb winds almost all contained a 
westerly component, whereas over half the Cluster 1 winds contain an easterly component.  It 
is not unreasonable to assume the dynamics of ozone formation on these two types of days 
could be different.  Thus, it seems reasonable to model days from within both of these 
categories. 

 
5. Both potential CCOS modeling days fell into Cluster 2, the cluster representing an isolated 

high ozone event.  Thus, these days may be acceptable to model Cluster 2 days, but another 
episode is necessary to cover Cluster 1 days.  Also, since both CCOS days fell on weekdays 
and both were single day episodes in the Bay Area, it is valuable for the additional episode to 
cover include a multi-day episode and at least one weekend day. 

 
The meteorological analysis of the 6 candidate ozone episode days identified from the statistical 
representativeness evaluation leads to the following conclusions: 
 
1. The weather patterns of the 6 ozone episode days were similar, with high 500 mb contour 

heights, high 850 mb temperatures and low inversion layers. 
 
2. The 2 PM PST surface wind patterns are similar on all 6 days in all regions except in the 

Santa Clara Valley.  One source area of ozone precursors at Livermore is likely the Martinez 
area, where northwest winds prevail.  Another source area of ozone precursors at Livermore 
may be the area surrounding the San Francisco Bay.  Precursors from this area arrive via the 
sea breeze through the Castro Valley-Dublin gap, which starts after 10 AM. 

 
3. The afternoon wind patterns at Livermore are similar for all 6 ozone episode days.  The 

mechanism for ozone production at Livermore in Clusters 1 and 2 may also be similar.  
Based on this analysis, it would appear that any of these 6 days are as good as another for 
modeling ozone at Livermore. 

 
4. There is no clear relation between the wind direction and the observed ozone at San Martin.  

Therefore, it poses a challenge to determine the source of ozone precursor at San Martin 
during high ozone days, especially during south wind days. 
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Selected Episodes for Modeling 
 
The table below summarizes the six episode days described above. 
 

 
Episode Dates 

Days of 
Week 

Peak ozone 
(ppb) 

# 
Exceedances 

Cluster 
Category 

PM Wind 
Pattern 

July 11-12, 1999 Sun, Mon 156 Concord 6 1 Similar 
June 15, 2000 Thurs 152 Livermore 1 2 Similar 
July 31, 2000 Mon 126 Livermore 1 2 Similar 
July 9-10, 2002 Tues, Wed 160 Livermore 2 1 Similar 

 
 
Based upon the review above, and the criteria for data availability, we initially elected to model 
four exceedance days for the SIP modeling, in the following order: 
 

1) July 31, 2000 
2) June 15, 2000 
3) July 11 and 12, 1999. 

 
The June and July 2000 days occurred during the Central California Ozone Study (CCOS), a 
field monitoring program that collected extensive meteorological and aerometric measurements 
for use in the analysis and the modeling of ozone throughout central California.  Both of the 
2000 days fell into one of the two main episode categories described above.   
 
The 1999 days represent the other frequently occurring ozone pattern category.  July 11 was a 
Sunday and July 12 was a Monday, which should satisfy the need to evaluate weekend-weekday 
issues.  Data for this period was quality assured and archived by various agencies, while data for 
July 9-10, 2002 was not readily available at the time of episode selection.  Also, this episode 
experienced more wide-spread Bay Area exceedances than other periods (3 per day). 
 
 
DESCRIPTION OF EPISODES 
  
Histories of daily maximum observed ozone inside and outside the SFBA for the 1999 and 2000 
seasons are presented in Figures 2-26 and 2-27, respectively.  Figure 2-26 shows that the largest 
1999 SFBA exceedance occurred on 7/12/1999.  Exceedances over this season were infrequent 
and peak values varied significantly from the generally clean levels around 60 ppb.  The ozone 
observations outside the SFBA were consistently around the 120 ppb level. 
 
Figure 2-27 shows that the 2000 SFBA exceedances (6/15/2000 and 7/31/2000) also occurred 
infrequently and that the exceedance values varied significantly from the generally clean values 
of 60 ppb.  During this season the daily maxima inside and outside the SFBA were better 
correlated than they were during the 1999 season. 
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Figure 2-26.  Daily maximum observed ozone from 6/1/1999 to 10/1/1999. 
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Figure 2-27.  Daily maximum observed ozone from 6/1/2000 to 10/1/2000. 
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Figures 2-28 through 2-31 show the spatial distribution of daily maximum ozone for each of the 
four selected exceedance modeling days.  Specific hourly values are listed in Table 2-6 for the 
July 11-12, 1999 episode, and in Table 2-7 for the July/August, 2000 episode.  On 7/11/1999 the 
exceedances were wide-spread and include Sacramento, Fresno, and Los Angeles areas.  On 
7/12/1999 the high ozone values outside the SFBA diminished from the previous day, leaving 
the highest ozone observations in the SFBA.  On 6/15/2000 isolated high ozone values were 
quite localized at Livermore, while clean conditions existed around Sacramento, and moderate 
values existed around Fresno.  On 7/31/2000 ozone values just above the 1-hour standard were 
observed in Livermore and Fresno, while moderate values were observed around Sacramento. 
 
Table 2-6.  Hourly ozone concentration measured at sites recording at least one exceedance 
value during the July 11-12, 1999 episode.  Yellow shading denotes 1-hour exceedances. 

 
 
Figures 2-32 through 2-34 present hourly ozone time series (“histories”) for the SFBA sites that 
measured exceedances during these four episode days.  Figure 2-32 presents ozone time series 
for 7/11-12/1999 at the Livermore (Old First Street) and Concord sites.  The ozone observations 
were similar for these two locations indicating that high levels of ozone were widespread over 
the East Bay.  Figure 2-33 presents the time series at the two Livermore sites for 6/15/2000.  
These sites were approximately one mile from each other, and so their time series were quite 
similar; no other sites measured ozone exceedances.  Figure 2-34 presents the ozone time series 
at the two Livermore sites for 7/31/2000l; these were similar (but lower) to 6/15/2000. 
 

 Day 
hour (pst) 12 13 14 15 16 17 18 19 12 13 14 15 16 17 18 19
SF Bay Area 

Concord 113 115 126 120 126 99 102 81 134 156 149 129 104 93 99 91
Livermore 88 94 96 138 145 146 128 93 117 144 133 128 111 94 86 73
Fremont 79 111 133 117 101 66 43 14 93 98 90 88 80 73 59 53
San Martin 112 121 124 125 97 62 56 45 115 96 90 74 65 55 46 37

Sacramento 
Folsom 125 132 133 137 125 107 98 90 109 108 100 89 89 92 107 79
Vacaville 96 97 99 122 118 101 82 62 108 127 140 115 95 74 65 59
Auburn 85 90 91 93 111 133 118 112 89 93 90 89 99 95 82 71

Sloughhouse 125 131 116 109 105 103 100 83 108 106 110 103 96 105 91 72
Roseville 108 120 128 128 119 108 100 81 96 90 82 78 78 81 108 74
Rocklin 99 115 128 123 119 111 105 92 99 96 85 79 80 82 104 87

San Joaquin 
Clovis 124 140 142 125 105 110 81 58 112 124 108 102 98 96 90 66

Fresno - 1st St 128 130 132 135 124 114 99 63 114 115 108 95 88 87 75 60
Tracy 84 94 91 97 97 97 95 94 102 106 117 118 132 121 113 99
Stockton - Hazelton 107 122 130 122 108 113 91 62 100 96 95 90 86 102 95 75
Merced 111 115 118 116 112 110 110 100 121 125 117 115 102 108 118 116

7/12/1999 7/11/1999
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Table 2-7.  Hourly ozone concentration measured at sites recording at least one exceedance 
value during the July 31- August 2, 2000 episode.  Yellow shading denotes 1-hour 
exceedances.

Day
Hr
SF Bay Area

Livermore - Old 1st
Sacramento

Sloughhouse
San Joaquin

Edison
Turlock
Modesto - 14th

Day
Hr
SF Bay Area

Livermore - Old 1st
Sacramento

Sloughhouse
San Joaquin

Edison
Turlock
Modesto - 14th

12 13 14 15 16 17 18 19 12 13 14 15 16 17 18 19

68 88 116 123 126 73 53 34 73 86 92 81 68 65 52 37

100 92 87 78 74 66 80 88 112 133 126 119 112 95 82

115 110 106 94 81 74 38 19 113 109 93 102 102 96 83 73
75 91 104 105 96 88 64 52 100 101 97 104 86 85 73 61
74 87 94 90 84 81 60 41 80 84 99 87 94 91 70 53

7/31/2000 8/1/2000

12 13 14 15 16 17 18 19

88 93 98 84 69 57 49 46

98 102 101 103 98 66 77 69

129 151 139 121 76 51 45 39
98 95 114 117 116 131 106 79
90 94 95 113 131 128 85 64

8/2/2000



January 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_2.doc 2-42 

 
Figure 2-28.  Spatial distribution of daily maximum ozone observations greater than 120 ppb 
(red) for 7/11/1999. 
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Figure 2-29.  Spatial distribution of daily maximum ozone observations greater than 120 ppb 
(red) for 7/12/1999. 
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Figure 2-30.  Spatial distribution of daily maximum ozone observations greater than 120 ppb 
(red) for 6/15/2000. 
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Figure 2-31.  Spatial distribution of daily maximum ozone observations greater than 120 ppb 
(red) for 7/31/2000. 
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Figure 2-32.  Ozone time series at the two SFBA stations with the highest ozone observations 
during 7/11-12/1999. 
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Figure 2-33.  Ozone time series at the two SFB stations with the highest ozone observations 
during 6/15/2000. 
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Figure 2-34.  Ozone time series at the two SFB stations with the highest ozone observations 
during 7/31/2000. 
 
 
Summary of Meteorology  
 
Lehrman et al. (2001) describe the CCOS meteorological conditions and their relationship to 
ozone values: 
 
“The relationship between the dispersion of ozone and ozone precursors in California and large-
scale synoptic weather patterns is well known.  During the summer ozone season, the extension 
of the eastern Pacific high over the western US effectively blocks the influx of cyclonic weather 
systems into California from the Gulf of Alaska, and allows the entrenchment of large static air 
masses which are typically warm, stable, and poorly mixed. The strength and persistence of the 
resultant boundary layer mixing and transport patterns affects the magnitude and duration of 
ozone events in Central California.  High-pressure ridges and low-pressure troughs in the mid to 
upper atmosphere are particularly efficient indicators of ozone formation conditions. ... Two 
synoptic scale meteorological parameters, which historically have correlated well with ozone 
formation and fate in California, are the height of the 500 mb surface and the temperature at the 
850 mb level.  The time history of 500 mb heights at a fixed location is a general indicator of the 
behavior of the 500 mb surface indicating pressure ridges and troughs. The 850 mb temperature 
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is a measure of large-scale subsidence, which produces stable layers in the atmosphere and limits 
vertical dispersion of ozone and precursors.” 
 
Figures 2-35 and 2-36 show the variation of the 850 mb temperature and 500 mb heights at 
Oakland for the 1999 ozone season from 6/1/1999 to 9/30/1999.  The 500 mb height at the 
beginning of the season dipped to as low as 5470 m on 6/3/1999.  It increased rapidly and varied 
over a much narrower range over the entire ozone season afterwards.  The few days leading to 
7/11/1999 were characterized by the gradual building of the 500 mb heights from 5760 m on 
7/4/1999 to a high of 5950 m on 7/10/1999.  The 500 mb heights stayed at 5940 for 7/11-
12/1999 and there were closed height contours over Northern California over this two-day 
period.  The building of the 500 mb height can be easily seen on the weather maps (not shown), 
where the 5880 contour line moved from Central California to Washington State during this 
period of time.  The 850 mb temperature increased from 9.6 oC on 7/4/1999 to a high of 27.2 oC 
on 7/12/1999 during the building of the 500 mb height.  The peak 850 mb temperature was 
reached two days after the peak 500 mb height and this can be easily explained by the continued 
warming from the downward motion in a high pressure area.  The highest surface temperature 
reached 113oF on 7/11/1999 and 115oF on 7/12/1999, both at Redding.  The highest temperature 
in the San Joaquin Valley was 106oF at Fresno for both days. 
 
Figures 2-37 and 2-38 show the variation of the 850 mb temperature and 500 mb heights at 
Oakland for the 2000 ozone season from 6/1/2000 to 9/30/2000.  The peak 500 mb height and 
the peak 850 mb temperature correlated well with the high SFBA ozone observations during this 
season.  Lehrman et al. (2001) describe the synoptic conditions leading up to 6/15/2000:  
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Figure 2-35.  850 mb temperatures at Oakland from 6/1/1999 to 10/1/1999. 
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Figure 2-36.  500 mb heights at Oakland from 6/1/1999 to 10/1/1999. 
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Figure 2-37.  850mb temperatures at Oakland from 6/1/2000 to 10/1/2000. 
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Figure 2-38.  500 mb heights at Oakland from 6/1/2000 to 10/1/2000. 
 
 
“The OAK (Oakland) 500 mb height had increased from a low of 5,650 m on June 8 to a 
maximum of 6,000 m on June 14.  During that same period, the OAK 850 mb temperature 
increased from 7oC on June 8 to a high of 27oC on June 14.  As the ridge progressed towards the 
east-southeast, flow aloft remained from the north throughout the period.  This slowly 
encouraged the onset of offshore flow across the project area during that time.  Ozone 
concentrations increased steadily as the ridge approached with peak ozone values in excess of the 
Federal and State Standards...” 
 
They also describe conditions for the 7/31/2000 episode: 
  
“By July 25, the ridge had weakened slightly and dropped southeastward into eastern New 
Mexico and a trough developed along the West Coast from Point Conception to British 
Columbia.  This resulted in the lowering of 500 mb heights and 850 mb temperatures somewhat 
during July 25 and 26.  However, on the 27th, the high-pressure ridge once again regressed 



January 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_2.doc 2-54 

towards the west and strengthened somewhat to become centered once again in the Four Corners 
area.  With this regression of the ridge, the 850 mb temperature and 500 mb heights at OAK once 
again rose during that period and continued to rise through July 30 ... During the IOP of July 30 
through August 2, the ridge remained strong and continued to slowly regress towards the west 
until it was centered near Reno, Nevada by July 31.  The OAK 850 mb temperature during the 
IOP reached as high as 27oC and the 500 mb height topped at 5,970 m ...  Elevated ozone 
concentrations persisted in the project area for several days after the IOP, which ended on 
August 2.” 
 
 
DATABASES FOR THE EPISODES 
 
Data for the 1999 Episode 
 
Data to support the modeling and analysis of the 1999 episode was taken from routine sources.  
During summer 1999, the CARB and the districts operated over 150 surface-based air quality 
monitoring stations throughout northern and central California.  Many of these sites routinely 
measured O3, NOx, CO and hydrocarbons.  Existing PM10 measurements acquired filter samples 
every sixth day.  A few of the PM10 sites had continuous monitors that measured hourly PM10 
everyday.  A few routine PM2.5 measurements sites were also in operation.  Districts in the 
Sacramento and San Joaquin Valleys are required to routinely operate photochemical assessment 
monitoring stations (PAMS) as part of their State Implementation Plans.  Each PAMS station 
measures speciated hydrocarbons and carbonyl compounds, O3, NOx, and surface meteorological 
data.  Additionally, each area must monitor upper-air meteorology at one representative site. 
 
An extensive but uncoordinated network of surface meteorological monitoring sites is routinely 
operated by the CARB, BAAQMD, SJVAPCD, SMAQMD, the National Weather Service 
(NWS), the California Irrigation Management Information Service (CIMIS), Remote Automated 
Weather Stations (RAWS), and a few additional agencies. Wind speed and direction, 
temperature, and humidity are the most common measurements.  Surface pressure and solar 
radiation measurements are also common.  A few sites measured ultraviolet radiation in the 
Sacramento and San Joaquin Valleys, and in Santa Barbara County. 
 
The CARB operated two profilers (with RASS) in the San Joaquin Valley, and the San Joaquin 
Unified APCD and Sacramento Metropolitan AQMD operate one profiler/RASS each as part of 
their PAMS monitoring program.  The SJVAPCD also operated a profiler at Tracy during the 
2000 CCOS.  Military facilities with operational profilers include Travis AFB, Vandenberg 
AFB, and the Naval Post Graduate School in Monterey.  Radiosonde measurements of winds, 
temperatures, and humidity aloft are routinely made twice per day at Oakland and, according to 
military base requirements, at Vandenberg, Edwards, and Pt. Mugu. 
 
Finally, polar-orbiting and geostationary satellites collected an enormous amount of radiometric 
data that yield useful products, including the total ozone column, cloud cover, sea surface 
temperature, vegetative cover, and surface albedo throughout California.  
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Review of the CARB 1999 Meteorological Dataset 
 
The CARB downloaded all available meteorological data for the July 1999 ozone episode from 
the California Irrigation Management Information System (CIMIS), the Remote Automated 
Weather Stations (RAWS), the Aerometric Information Retrieval System (AIRS), the Bay Area 
Air Quality Management District (BAAQMD), the National Weather Service (NWS), the 
Federal Aviation Administration (FAA), and the National Buoy Data Center.  The CARB 
processed data from these sources having one single file with common format and units.   
 
The BAAQMD downloaded the CARB-processed meteorological data file as well as the original 
files from ARB.  It was immediately apparent that some problems existed with the CARB-
processed data.  In order to ensure that the data were reliable for the intended use, a systematic 
check of all the processed data was carried out.  Time series plots of wind speed, direction, and 
temperature were created and evaluated for each station.  Station locations were plotted on a 
terrain map of California.  Station coordinates in the site list file were compared with the best 
available data.  The processed data were also compared with the original data for time 
conversion to Pacific Standard Time (PST), unit conversions to metric values, and missing or 
zero-values.  Corrections and additions to the ARB-processed data resulted in a new BAAQMD- 
processed file. 
 
A significant number of corrections were made to the ARB-processed file in creating the 
BAAQMD-processed file as detailed below.  
 

• To the extent possible, site latitudes and longitudes were checked against the Central 
California Ozone Study (CCOS) site list and with coordinates listed on official web sites 
for the CIMIS, RAWS, NWS, FAA, and buoy networks.  A crosscheck with street address 
coordinates was also conducted.  One hundred twenty five stations were inaccurate by a 
kilometer or more.  One RAWS station (r118) was off by 869 km.  Site coordinates that 
were more than 0.5 km from trusted values were changed to reflect the more accurate 
locations.  Coordinates for a total of 184 stations were adjusted.  Four stations with no 
coordinates in the CARB dataset were removed.  

• The processed data were checked for proper conversion from Coordinated Universal Time 
(UTC) to PST and the consistent use of hour beginning for the averaging hour.  The 
CARB-processed buoy data were in UTC.  All buoy data were converted to PST. 

• A significant amount of zero values in the CARB-processed file were actually missing 
data.  Most of these errors were found in the RAWS stations.  Incorrectly coded zero data 
were replaced with a missing data flag (–99.0). 

• A filter was applied setting wind speeds greater than 20 m/s to missing.  The more than 
thirty RAWS stations that reported sudden extreme increases in wind speeds for a single 
hour or a few consecutive hours prompted this.  High wind speed values ranged from 21.4 
to 57.2 m/s. 

• A large number of stations reported sudden large wind speed drops to 0.0 m/s for a single 
hour.  An empirical filter was applied to wind speeds, replacing zero values with -99.0 
when speeds before and after the calm hour were greater than 2.0 m/s.   

• Stations with either long periods of constant wind speed, wind direction, or temperature or 
many shorter periods of constant data were removed from the data set or had the constant 
values set to –99.0.  One AIRS station exhibited a constant temperature curve that 
appeared to be from an indoor temperature probe. 
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• Processed CIMIS data had many hours of missing temperature on July 11 and 12.  Also, all 
temperature data were 0.07 °C higher than reported on the CIMIS web site.  In the CIMIS 
database, temperature data were flagged for being far out of historical range (rise or drop 
greater than 10 °C; outside the 99.8% confidence interval), for being moderately out of 
historical range (outside the 96% confidence interval), and for constant values (>4 hours).  
The CARB-processed data had all flagged data removed.  The flagged raw CIMIS data 
were compared to nearby stations within the data set to determine if these data warranted 
being deleted in the processed file.  The flagged data seemed reasonable and comparable to 
nearby non-CIMIS stations.  It appears that some of the flags were inappropriate or in 
error.  All raw data were reprocessed ignoring the flags.  The 0.07 increases in temperature 
were corrected. 

• Though not an error, only eleven NWS/FAA stations were included in the ARB-processed 
data.  Raw NWS and FAA data were downloaded from the National Center for 
Atmospheric Research (NCAR) website.  Seventy-one sites were identified within the 
modeling domain.  The new data were quality assured and stations with bad or 
questionable data were removed from the BAAQMD-processed file.  The existing data 
from the eleven stations original stations were replaced with the new data for consistency.  
Station call signs were used as site IDs.   

• Stations with sudden large changes in temperature for short periods had those hours set to 
–99.0.  The majority of these occurrences were at RAWS stations.  The absolute maximum 
magnitude of these temperature changes was 15 °C. 

• Redundant data were removed.  One AIRS station was removed after it was discovered to 
have the same data as another AIRS station that was thirty meters away.  

 
A final visual check via time series plots was made on the new BAAQMD-processed data set.  
The BAAQMD file is larger than the ARB data set due to the addition of newly processed NWS 
and FAA sites. 
 
 
Data for the 2000 Episodes  
 
Two of the 2000 episodes identified as candidates for this study occurred during the Central 
California Ozone Study (CCOS).  Most of the data that used for air quality modeling and 
analysis – for generating model inputs, for model evaluation, and for corroborative studies – 
were therefore derived from the CCOS database.  During CCOS, when high ozone episodes were 
forecast, an intensive operation period (IOP) was launched and additional special field study data 
were collected.  The 7/31/2000 episode occurred within an IOP and therefore benefits from many 
special field-study observations.  However, the 6/15/2000 episode occurred before most of the 
special study data from CCOS were being gathered, so this episode relied primarily on routine 
data within the CCOS database. 
 
The CCOS data were archived and made available by the CARB.  However, much of the data 
had not undergone a complete quality assurance analysis by the start of this project and, as such, 
required that they be analyzed as they were used.  
 
This section provides a brief overview of the CCOS study and its database.  The data available 
during both of the episode periods, both IOP and non-IOP, are described.  A few additional data 
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sources will also be used for producing and evaluating modeling inputs.  These sources are 
identified and briefly described in this section as well. 
 
 
CCOS Field Study  
 
The CCOS was a large-scale field program involving many sponsors and participants with a 
research budget of over $8 million for the summer 2000 field measurement campaign.  In 
addition, the CARB and local Air Quality Management Districts (AQMDs) provided substantial 
in-kind contributions during the measurement campaign.  The CARB was responsible on a day-
to-day basis for management of the study.  
 
The CCOS field measurement program covered a domain over much of northern California, 
extending north of Redding, and all of central California, including the San Francisco Bay Area 
and the San Joaquin Valley.  A summary report on the CCOS field operations has been 
completed (DRI, 2001) and is available online: 
http://www.arb.ca.gov/airways/ccos/docs/ccosv3fdS0.zip.  For background information, this 
section provides a brief overview of the data collected during CCOS.  For more details, the 
reader should consult the summary report. 
 
 
Study Period  
 
The primary study period for CCOS extended from 7/6/2000 to 9/30/2000.  During that period, 
continuous surface and upper-air meteorological measurements and surface air-quality 
measurements were made for ozone (O3), nitric oxide (NO), oxides of nitrogen (NOx), reactive 
oxidized nitrogen (NO*y), nitrogen dioxide (NO2), peroxyacetylnitrate (PAN) and other 
peroxyacetylnitrates, particulate nitrate (NO3

-), formaldehyde (HCHO), and speciated volatile 
organic compounds (VOC) from automated gas chromatography with ion-trap mass 
spectrometers (three research sites).  At regular intervals, speciated VOC were also available 
during the primary study period from PAMS.  
 
During the intensive operation periods (IOPs), additional measurements were collected 
including instrumented aircraft measurements, speciated VOC at more locations, and radiosonde 
and ozonesonde measurements.  During the month of August only, an ozone LIDAR was 
deployed at Livermore, measuring vertical ozone profiles from 50 m to 2000 m with a 200 m-
range resolution.  
 
 
Routine Data  
 
The routine data available during summer 1999 were also available during summer 2000.  The 
data for 2000 were incorporated into the Central California Air Quality Study CCAQS database. 
 
 
Field Study Data  
 
The CCOS field measurement program consisted of four categories of surface measurement 
sites: “supplemental” (S) sites consisting of Type 0, 1, and 2 sites; and “research” (R) sites.  The 
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measurements made at each type of supplemental monitoring site are tabulated below. One of the 
S1 sites was a mobile van operated in the vicinity of Livermore.  The carbonyl measurements 
and the speciated HC measurements at all but the research sites were only collected during the 
IOPs. 
 

• Type S0 Sites:  
- O3, NO, NOy 
- wind speed, wind direction 
- temperature, and relative humidity  

 
• Type S1 Sites:  

- S0 measurements, plus CO, CO2, speciated HC, carbonyls 
 

• Type S2 Sites:  
- S1 measurements, plus NO2, PAN 

 
• Research Sites (3):  

- S2 measurements, CO, CO2, NOy
*, particulate nitrate, 

- light absorption, scattering, actinic flux 
 
Six profilers with RASS were installed and operated during summer 2000 as part of the Central 
Regional Particulate Air Quality Study (CRPAQS).  In addition, nine profilers with RASS and 5 
sodars were installed for the CCOS summer 2000 field study.  Another sodar was located in the 
vicinity of the Pittsburgh power plant stacks.  During IOPs only, radiosondes and ozonesondes, 
one in the Sacramento Valley and one in the San Joaquin Valley, were deployed six times per 
day. 
 
Four instrumented aircraft were used to measure the vertical and horizontal gradients of 
temperature, humidity, and pollutant concentrations in the study region during CCOS IOPs. 
These aircraft included a Cessna 172RG and a Cessna 182 operated by University of California, 
Davis (UCD), and a Cessna 182 and Piper Aztec operated by Sonoma Technology, Inc. (STI).  
One additional aircraft (Twin Otter), flown by the Tennessee Valley Authority (TVA), made 
measurements in power plant plumes.  The TVA data were collected to evaluate the plume-in-
grid parameterizations used in air quality models. 
 
 
Supplemental Data  
 
A number of supplemental data sources exist that may be useful to this study.  For example, an 
on-road vehicle remote sensing special measurement study was conducted by CARB and 
coordinated with the CCOS study; the CARB also contracted UC Davis to conduct a vehicle 
traffic count study; and Districts supplied day-specific plant schedules and pollutant profiles, 
when and where available.  Such data were used in the CCOS effort for checking the modeling 
emissions inventory estimates. 
 
Other data sources were independent of CCOS and mostly the result of routine data collection 
and analysis efforts.  These included synoptic-scale meteorological analysis products and 
satellite data from multiple platforms and sensors.  The meteorological analysis products were 
used as inputs to the meteorological model; the satellite data yield products that provided inputs 
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to both the meteorological model and the photochemical model.  The meteorological model 
requires surface vegetation amounts, and sea surface temperature; the photochemical model 
requires total ozone column and surface albedo.  These inputs can be derived from satellite data 
products and/or standard information from the U.S. Geological Survey.  
 
 
CCOS 2000 FIELD STUDY DATA QA/QC AND PRELIMINARY ANALYSIS 
 
Surface-Based Measurements 
 
Meteorological Data 
 
The BAAQMD performed some QA/QC screening of the CCOS 2000 meteorological data 
surface wind, temperature, humidity data and the upper-air wind profiler and RASS data. This 
screening was not comprehensive, but performed as part of our qualitative comparisons of these 
data with both the RAMS and the MM5 meteorological fields.  To assist with the surface data 
evaluations, the BAAQMD completed a web-based plotting program. The RASS and profiler 
evaluation was work undertaken in coordination with NOAA.  
 
During this screening, we discovered that surface temperatures in the Monterey Bay Area were 
consistently too high. Closer examination of these temperature data revealed that there had been 
a processing error in converting from degrees Fahrenheit to Celsius. In addition, we found that 
the site location coordinates were incorrect for some of the surface stations. To fix these site-
location problems, we reviewed all site coordinates and checked them against maps and site 
descriptions obtained from site operators. Both the temperature data and the site-location 
corrections were relayed to CARB. According to verbal communications with database manager 
Greg O’Brien at CARB, these corrections were incorporated into the official CCOS database. 
 
 
Air Quality Data 
 
The carbonyl measurements initially could not be extracted from the CCOS database as a group, 
nor were they included with the NMHC data. Greg O’Brien manually extracted the carbonyl 
measurements for us. Since then, a new “group” was added to the database that allows the 
carbonyl measurements to be extracted without specifying each species individually. 
 
For all NMOC data, species names in the database were matched to species chemical names and 
CAS numbers. From these, molecular weight and carbon numbers were determined. Where we 
were uncertain, we consulted the database search utility at ChemFinder.com. Using molecular 
weights and carbon numbers, all species were converted to ppbC from either micrograms per 
cubic meter or from ppb. For developing model inputs and comparison to model output, the 
NMOC data were also converted to CBIV and SAPRC99 mechanism surrogates. 
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Aircraft Measurements 
 
For the purpose of assisting in the development of boundary conditions for the photochemical 
modeling, the BAAQMD examined the far-offshore aircraft measurements of ozone, NO, NOy, 
and NMOC. Flights that collected pollutant data far offshore included 4 morning flights of the 
Sonoma Technologies Inc. (STI) Aztec aircraft and 1 afternoon flight of the Pacific Northwest 
National Laboratories (PNNL) G-1 aircraft (see Table 2-8). Our initial review of the aircraft data 
retrieved from the CCOS database revealed that some fights were missing height coordinate data 
and that the PNNL flight was missing NMOC data. All missing data were obtained from the 
appropriate contractors. We alerted Greg O’Brien to the problems and subsequent discussions 
have indicated that these omissions have been corrected in the CCOS database. 
 
Aircraft pollutant data from all far-offshore flights were plotted from different perspectives to 
afford varying views, including plan and elevation views to help assess pollutant loading near the 
boundaries of the CCOS modeling domain. Plots derived from the aircraft pollutant 
measurements are shown in Figures 2-39 through2-46.   
 
Table 2-8.  Dates and times of offshore aircraft measurements used to estimate boundary 
conditions for photochemical modeling. 

 
Date 

 
Aircraft 

Start Time 
(PST) 

End Time 
(PST) 

July 8, 2000 STI Aztec 8:23 11:36 
July 8, 2000 PNNL G1 12:54 17:12 

July 23, 2000 STI Aztec 6:46 10:57 
July 30, 2000 STI Aztec 4:59 9:02 

September 17, 2000 STI Aztec 4:56 9:11 
 
Plots of flight paths immediately revealed that there were no data to assess pollutant levels along 
either the northern or the eastern boundary. Furthermore, the data showed a high level of 
variability in pollutant levels between the flights, which was somewhat surprising considering 
that we were examining only the offshore flights. Because of this variability, we decided to use 
all the data and try to derive average pollutant values at the levels where observations were 
collected. Even following this approach, it was still difficult to generate pollutant levels along the 
entire western and southern boundaries because of the sparsity of the data. In the end, we decided 
to use the data as a guide to update the boundary conditions used for the 1990 SARMAP 
modeling (DaMassa et al, 1990). Some vertical variability was derived from the ozone data; for 
the other pollutants, the data were used to determine representative values in approximately the 
first 1500 meters above sea level. 
 
Figure 2-39 shows a plan view of ozone from all far-offshore flights. The plotted trace that 
extends furthest to the north and west is that for the afternoon PNNL flight. The dashed lines in 
Figure 2-39 mark the cutoff for data used for setting the boundary conditions. Note that no data 
were available that could be used specifically for determining the northern pollutant boundary 
conditions. Figure 2-40 plots a plan view of data west of the diagonal dashed line in Figure 2-39. 
Figure 2-40 shows the great variability between flights. Ozone levels range from about 20 to 
about 70 ppb. Much of the variability appears to be temporal, that is, due to the difference in 
flight dates. There were significant differences in the offshore cloud decks on the different days. 
But even given this variability, there does seem to be a tendency for lower ozone nearer the sea 
surface. 
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Figure 2-39.  Plan view of ozone measurements from aircraft during July through September 
2000.  Dashed lines show the cutoff for data considered for setting the western and southern 
boundary conditions. 
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Figure 2-40.  Elevation view (looking west) of all far-offshore ozone measurements sampled 
from aircraft during July through September 2000.  
 
 
Plots similar to those for ozone were also generated for NOy (Figures 3-4) and NO (Figures 5-6). 
NOy data ranged from about 0.5 ppb to about 2 ppb.  Even more variability between the different 
flights was found for the NOy data than for the ozone data. The NO data ranged from near zero 
to about 0.2 ppb. Many of the aircraft NO observations were near zero, but mixed in with these 
were relatively high values, suggesting that for some of these flights, NO may have been near the 
instrument detection limits. 
 
The NMOC data (Figures 7 and 8) were speciated to the CB-IV chemical mechanism for plotting 
and analysis. These data, like the inorganic data, showed large variations among the different 
sampling times and locations. The large variability and sparsity of the data made it difficult to 
discern useful spatial relationships; instead, the median values among the samples were used to 
define representative values. 
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Figure 2-41.  Plan view of NOy measurements from aircraft during July through September 
2000.  Dashed lines show the cutoff for data considered for setting the western and southern 
boundary conditions. 
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Figure 2-42.  Elevation view (looking west) of all far-offshore NOy measurements sampled from 
aircraft during July through September 2000. 
 
 
Table 2-9 shows the estimates derived for the CCOS 2000 far-offshore aircraft measurements 
and compares these with the SARMAP estimates. Major findings were that the CCOS flights 
suggested lower values than the SARMAP values for ozone along the western boundary, both 
near the surface (within the first few 100 meters) and at elevations of 1000 m. The CCOS values 
near the surface were about 25 ppb and about 50 ppb aloft, compared to 40 ppb and 70 ppb for 
the respective SARMAP estimates. The CCOS aircraft observations also suggested lower NO 
values than what was used for CCOS. We determined that 0.05 ppb was a representative value 
for NO compared to 0.5 from CCOS. NO2 was estimated by assuming that most of the NOy 
after subtracting off the NO was NO2. By this estimate, NO2 values were about half of the 
SARMAP values: 1 ppb for CCOS versus 2.5 ppb for SARMAP. NMHC values were found to 
be in approximate agreement with the SARMAP values. There were some important differences 
in the aldehyde estimates however. We found that a representative value for total aldehydes was 
about 7 ppb, which was consistent with the SARMAP values. The difference was that the CCOS 
measurements suggested a lower value for formaldehyde (2 ppb from CCOS versus almost 6 ppb 
from SARMAP) and a lower value for C2 and greater aldehydes (5 ppb from CCOS versus 
almost 2 ppb from SARMAP). 
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Figure 2-43.  Plan view of NO measurements from aircraft during July through September 
2000.  Dashed lines show the cutoff for data considered for setting the western and southern 
boundary conditions. 
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Figure 2-44.  Elevation view (looking west) of all far-offshore NO measurements sampled from 
aircraft during July through September 2000.  
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Figure 2-45.  Oblique 3-D view of the paraffinic-bond (PAR) component of NMOC 
measurements from aircraft during July through September 2000.  Black vertical lines show 1, 
2, and 3 km heights for reference. 
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Figure 2-46.  Oblique 3-D view of the formaldehyde (FORM) component of NMOC 
measurements from aircraft during July through September 2000.  Black vertical lines show 1, 
2, and 3 km heights for reference. 
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Table 2-9.  Carbon-Bond IV mechanism representation of western boundary condition. 
 

Species 
CCOS obs* 

(ppb) 
SARMAP 

Based** (ppb) 
O3 (@100m) 25 40 
O3 (@1000m) 50 70 
NO 0.05 0.5 
NO2 1 2.5 
PAR 20 20.5 
MEOH 3 - 
ETOH 1 - 
TOL 0.1 0.246 
XYL 0.05 0.135 
ETH 0.5 0.702 
OLE 0.5 0.414 
ISOP 0.05 0.05 
FORM 2 5.78 
ALD2 5 1.52 
* Considers CCOS 2000 and SARMAP 1990 aircraft observations.  
** Used for SARMAP modeling. 
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3.  MODEL SELECTION 
 
 
An emissions, meteorological, and photochemical air quality modeling system was selected that 
we believed best meets the District’s needs in providing high quality modeling databases that can 
be used for developing local SFBA and regional ozone control plans.  This belief is based on the 
technical features of the selected modeling system and its ability to address the challenges of 
modeling in the SFBA, the experience and capabilities of the District staff, and the need to 
maximize the likelihood of a successful model application that achieves the model performance 
objectives.  Specifically, the system we originally proposed comprised the EMS-95 emissions 
processing model, the RAMS meteorological model, and the CAMx photochemical model.  
Based on the widespread use of the MM5 meteorological model for CCOS, as well as newly 
acquired MM5 capabilities among the BAAQMD staff, the BAAQMD subsequently adopted this 
meteorological modeling platform as well to maintain consistency among the various CCOS 
modeling efforts concurrently undertaken by various groups and agencies. 
 
 
CHALLENGES OF THE STUDY 
 
There are numerous challenges related to air quality modeling of the Bay Area that had to be 
overcome in performing this work effort. 
 
Meteorology:  The meteorology of the SFBA and surrounding regions in the CCOS domain is 
quite complex, and appropriately simulating the effects of micro-climates and flow regimes is a 
significant challenge that requires the attention of experts, experienced modelers, and state-of-
science meteorological models: 

• Land/sea/bay breezes 
• Mountain/valley wind systems in complex terrain 
• Role of maritime stratus 
• Mesoscale eddies 
• Low-level jets 
• Convergent flow regimes critical for generating high ozone in the SFBA 

 
Emissions:  Emissions modeling of the Bay Area and central California presents a challenge due 
to the multitude of diverse sources and the need to remain consistent with the CARB’s emissions 
data and modeling system.  Thus, the CARB’s emissions modeling system was needed along 
with full knowledge of how CARB staff generate their emission rate estimates and spatial 
surrogates: 

• On-road mobile sources 
• Non-road sources 
• Area sources 
• Refinery and other industrial sources 
• Electric generating sources 
• Biogenic and fire emissions 
• Translation from “foundation” inventories to model-ready inputs 
• Quality assurance and quality control (QA/QC) 
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Photochemical Modeling:  The challenges of the meteorological and emissions modeling of the 
Bay Area are combined with additional chemical and physical challenges in the photochemical 
modeling.  A state-of-science photochemical grid model with the latest model sensitivity analysis 
capabilities will be needed to address this component, along with the use of: 

• Multiscale two-way nested grid resolution (e.g., 1/4/12-km) 
• Sufficient vertical resolution 
• Current chemical mechanisms (updated CB4, SPARC99) 
• Efficient and accurate numerical solvers 
• Accurate and mass consistent interface between the meteorological and 

photochemical grid models 
• Probing tools such as Process Analysis, Decoupled Direct Method of sensitivity 

tracking, and Ozone Source Apportionment Technology 
 
Regulatory Issues:  The original objective of the study was to develop a photochemical modeling 
database that can be used for revising the SFBA 1-hour ozone SIP.  Nevertheless, any air quality 
modeling undertaken for future regulatory analyses must be consistent with the requirements of 
such SIPs and must satisfy: 

• EPA’s SIP guideline documents and requirements including those for photochemical 
modeling (EPA, 1991; 1996; 1999) 

• CARB’s guidance documents including those for photochemical modeling (CARB, 
1992) 

• Continuous contact with the CARB to assure that the modeling meets CARB’s 
approval 

• Continuous contact with EPA to assure that the modeling is performed to level that 
leads to an approvable SIP 

 
Strategic Issues:  The modeling and computer systems set up for this project are applicable to 
numerous air quality issues facing the District within the next few years: 

• The District will be able to use the system to develop a historical ozone modeling 
“climatology” and to analyze SFBA impacts on downwind areas due to transport over a 
wide range of episodes. 

• The modeling system will be directly applicable for addressing 8-hour ozone when EPA 
issues the final 8-hour ozone implementation plan. 

• A photochemical model that includes advanced particulate matter (PM) and toxics 
treatments can be readily adapted to treat many additional air quality issues 

• The modeling and computer system will be powerful enough to perform real-time ozone 
forecasting for the Bay Area. 

 
 
SELECTED MODELING SYSTEMS 
 
The modeling components originally selected for this project were specifically identified and 
requested by the BAAQMD before the study was initiated.  All of the models recommended by 
the District are considered state-of-the-science, and District staff possess a sound experience 
base for most of the modeling components.  All of the selected models have been, or are 
currently being, used nationally for various ozone, carbon monoxide, and PM SIPs and/or 
regional regulatory analyses, and thus have been accepted by the EPA and many States for this 
purpose. 
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Emissions Model:  The processing of episode- and grid-specific emission estimates must use the 
CARB’s emissions data and modeling system, which is based on a California version of the 1995 
Emissions Modeling System (EMS-95).  Use of any other processing system would result in 
inconsistencies with ozone SIP modeling in other areas of the CCOS domain (e.g., Sacramento 
and San Joaquin Valleys) and could produce conflicting results (e.g., inconsistent conformity 
budgets).  Thus, use of EMS-95 is an essential component of the modeling system. 
 
Meteorological Model:  Either the RAMS or MM5 prognostic meteorological models were the 
most logical choice for this component of the modeling system.  Both models are state-of-
science, have a large user community, and are available to all public agencies.  Both have been 
used for air quality assessments for almost 20 years.  We believe that RAMS provides a better 
treatment of the highly non-hydrostatic processes associated with mesoscale land/sea/lake breeze 
and planetary boundary layer (PBL) circulations in complex terrain.  We originally selected 
RAMS over MM5 because District staff had used this model for several years and so are quite 
familiar with it, it has demonstrated good performance in the Bay Area, and it provides more 
flexible grid nesting arrangements (MM5 is limited to a 3:1 ratio when using it in 2-way nested 
mode).  Ultimately, MM5 was adopted as well for this project for consistency with CCOS 
modeling being undertaken by numerous groups around California (similarly to the arguments 
made for EMS-95). 
 
Photochemical Grid Model:  The logical candidate photochemical grid models for this study 
included the two leading state-of-the-science platforms currently in widespread regulatory use 
throughout the U.S.: Models-3/CMAQ and CAMx.  Both CAMx and Models-3/CMAQ are 
modern codes (1995+) that incorporate state-of-the-science features for all physio-chemical 
processes.  For this study we selected CAMx over CMAQ because: 
 

1) CAMx meets or exceeds all of the process, regulatory, and strategic requirements 
listed above; 

2) CAMx can accept meteorological input fields derived from any meteorological 
model, while CMAQ is limited to the use of MM5; 

3) CAMx supports flexible two-way grid nesting at any nesting ratio (e.g., 2:1, 3:1, 4:1), 
whereas CMAQ supports only one-way nesting; 

4) CAMx has demonstrated good ozone model performance in southern California 
(Morris et al., 2002), whereas to date only some limited CMAQ modeling for 
California has been undertaken; 

5) Early tests with CMAQ for CCOS indicated significant performance problems, 
prompting the CARB to use CAMx in their CCOS modeling; 

6) CAMx has demonstrated successful application in several ozone SIP modeling 
studies nationally, whereas CMAQ has not yet been used in an ozone SIP; 

7) CAMx supports a full suite of probing tools (DDM, OSAT, and Process Analysis) 
that may be important in ensuring that the model is working correctly, whereas the 
current public release version of CMAQ just supports Process Analysis; 

8) the District has a greater familiarity with CAMx and has used it before; and 
9) the project team’s familiarity with the model ensures that a working, fully acceptable 

modeling system is developed. 
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4.  METEOROLOGICAL MODELING 
 
 
The project team employed the Regional Atmospheric Modeling System (RAMS) and the 
PSU/NCAR Mesoscale Model version 5 (MM5) to develop the meteorology for the SFBA ozone 
episodes (plus initialization days).  As the primary model of choice at the start of this project, 
RAMS was the first of these models to be applied in numerous simulations of all three episodes 
based on the CCOS grid structure defined by the CARB.  Near the midpoint of the project, the 
BAAQMD acquired additional staff with experience in running MM5; given the promising 
photochemical modeling results achieved by CARB using MM5 meteorology at the time, the 
BAAQMD began their own intensive MM5 modeling campaign in parallel with the ATMET 
RAMS applications. 
 
This section briefly describes both models, and summarizes their application and performance 
against observed conditions.  Further details on the RAMS modeling configuration, simulations, 
and performance results are fully described in the RAMS meteorological modeling final report 
for this project (ATMET, 2004).  The ATMET report also provides a general discussion on the 
observed synoptic and local meteorological patterns that set up during both the July/August 2000 
and July 1999 episodes. 
 
 
RAMS APPLICATIONS 
 
ATMET used RAMS to simulate the meteorology for the three ozone episodes described in 
Section 2: July/August 2000, June 2000, and July 1999.  Only the first and third episodes will be 
addressed here.  The meteorological situation that occurred during the June 2000 episode proved 
difficult to simulate with RAMS.  Ultimately, the June 2000 episode was dropped from further 
consideration in this project for several reasons: (1) we felt that the performance of the RAMS 
simulations did not meet our normal standards (MM5 was never applied to this episode); (2) as 
one of two “Type 2” episodes (see Section 2) it effectively duplicated the ozone conditions 
observed in the more intensively monitored July/August 2000 CCOS episode; and (3) this 
episode has not been a priority for CARB in any CCOS modeling performed for other areas in 
California.  The June 2000 episode will not be discussed further in this report. 
 
 
Description of RAMS 
 
RAMS has been developed by a number of groups since its inception, including Colorado State 
University (CSU) and Mission Research Corporation (MRC).  With the changes over the past 
two years, the primary focus of development has been at ATMET and Duke University, although 
CSU and MRC are still involved.  RAMS is a multipurpose, numerical prediction model that 
simulates atmospheric circulations ranging in scale from an entire hemisphere down to large 
eddy simulations (LES) of the planetary boundary layer.  It is most frequently used to simulate 
atmospheric phenomena on the mesoscale (horizontal scales from 2 km to 2000 km) for 
applications ranging from operational weather forecasting to air quality applications to support of 
basic research.  RAMS has often been successfully used with much higher resolutions to 
simulate boundary layer eddies (10-100 m grid spacing), individual building simulation (1 m grid 
spacing), and direct wind tunnel simulation (1 cm grid spacing).  RAMS predecessor codes were 
developed to perform research in modeling physiographically-driven weather systems and 
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simulating convective clouds, mesoscale convective systems, cirrus clouds, and precipitating 
weather systems in general.  RAMS use has continued to increase to more than 200 current 
RAMS installations in more than 40 different countries.  Although RAMS is supported on all 
UNIX, Linux, and Windows platforms, because of the exceptional price/performance ratios, we 
are recently focusing on Linux PCs and PC clusters as our primary computational platform.  
 
The current version of RAMS that is released to the general RAMS user community is version 
4.4.  We anticipate that version 5.0 will be released in late 2004.  Along with an upgrade of the 
RAMS code structure to more modern and safer FORTRAN 90 constructs, during the time frame 
of this project, the following features were added to the v5.0 RAMS code: 
 
• Generalized observational-nudging 4DDA scheme 
• Urban canopy parameterization 
• Antecedent precipitation index scheme for soil moisture initialization 
• Several diabatic initialization options 
• Use of NDVI datasets to define vegetation characteristics 
 
Additional information about the model’s capabilities is provided in ATMET (2004).  
 
 
RAMS Configuration 
 
ATMET used the latest versions of RAMS (v5.0) for the simulations.  Comparisons performed 
with the officially-released version (v4.4) on this and other projects showed that the two versions 
compared well when configured in the same manner.  By moving to v5.0, we had access to the 
numerous new features and improvements that have been implemented. 
 
The RAMS horizontal grid structure was configured as similarly as possible to the emissions, 
MM5, and CAMx modeling domain specified by CARB for CCOS modeling (Figure 4-1).  Note 
that RAMS does not operate on the Lambert conic conformal projection employed by CCOS.  
However, care was taken to closely coordinate the RAMS and MM5/CAMx grid resolution and 
domain coverage to minimize the impact of interpolation errors, and to better ensure mass 
consistency, in the transfer of the meteorological fields from RAMS to CAMx.  Specifically, the 
rotated polar stereographic projection in RAMS was centered at the same geodetic coordinates as 
the central coordinates of the CARB’s MM5 Lambert projection.  This minimizes projection 
differences to within tolerable error out to the edges of the grid.  We used both a 3-grid (finest 
grid with 4-km spacing) and a 4-grid (finest grid with 1-km spacing) configuration for the 
episodes.  Surrounding the finer grids was a 12-km nest, which in turn was nested within a 48-
km grid to resolve the large scale forcing (Figure 4-2 and Table 4-1).  All grids are run in RAMS 
in 2-way nesting mode, meaning information propagates up- and down-scale among all grids 
simultaneously during a simulation. 
 
For the vertical structure, RAMS was configured to run all grids with 41 coordinate levels, with 
the lowest wind and temperature level at about 15 m AGL, then smoothly stretching to a 
maximum of about 1000 m grid spacing (Figure 4-3).  The top of the model was placed at about 
20 km MSL to ensure that the various synoptic scale features such as the sub-tropical jet stream 
(which is located about tropopause level) were adequately resolved in the simulation domain.  
Although the upper level jets are not directly important in the low-level transport of ozone and its  
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Figure 4-1.  The coverage of the CARB/CCOS air quality modeling domain.  Grid spacing over 
the entire region is 4 km.  Map projection is Lambert Conformal. 
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Figure 4-2.  Depiction of the RAMS rotated polar stereographic modeling grid configuration, 
which employed a system of up to four nested grids with successively finer resolution. 
 
 

Table 4-1.  Grid parameters for each of the nested domains shown in Figure 4-2. 

Grid 
# of  
X  points 

# of  
Y Points

Vertical 
Levels ∆x (km) ∆y (km) 

∆z (m) 
(Lowest) ∆t (s) 

1 63 58 41 48 48 15 60 

2 94 106 41 12 12 15 30 

3 179 197 41  4  4 15 15 

4 150 158 41 1 1 15 7.5 
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Figure 4-3.  Vertical grid structure used for RAMS. 
 
 
precursors, the jets do affect tropospheric dynamics and low-level pressure patterns, which 
control the low-level winds. 
 
RAMS was configured with the following physical and numerical options for these simulations: 
 

• Mellor-Yamada type subgrid diffusion based on a prognostic turbulent kinetic energy; 
 

• Long and short wave radiative parameterizations (sensitivity runs performed with 
different schemes); 
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• Land surface model: prognostic soil temperature/moisture and vegetation 
parameterization (LEAF3); 

 
• Full microphysics parameterization (5 ice and 2 liquid species, prognostic ice nuclei 

concentration); 
 

• Convective parameterization (Kuo-type); 
 

• Four-dimensional data assimilation (analysis and observational nudging). 
 
The four-dimensional data assimilation (FDDA) scheme, which has been used in the past by 
RAMS for these types of simulations, has been termed in the meteorological literature as 
“analysis nudging”.  However, in certain circumstances, “observational nudging” has some 
advantages.  With the new observational nudging scheme that has been implemented in RAMS 
v5.0, we had the ability to exercise and test the sensitivity to both types of FDDA schemes.  
 
 
Input Data 
 
Meteorological Data 
 
The input meteorological data for the simulated episodes were derived from standard NWS 
observation datasets along with the available the available mesonet/CCOS observations. The 
meteorological input data to the meteorological models can be grouped into three categories: 
 

1) Large scale gridded analyses: Various datasets are available from the National Centers 
for Environmental Prediction (NCEP) and NCAR.  For the July/August 2000 episode, we 
used the NCEP/NCAR Reanalysis data.  In this dataset, the parameters of wind, 
temperature, and humidity are analyzed on pressure levels (20 levels extending from 
1000 mb up to 10 mb) on a 2.5 degree latitude-longitude grid.  These data are archived 
every 6 hours and serve as a first guess field for the data analysis.  We accessed this data 
from the National Center for Atmospheric Research (NCAR).  For the July 1999 episode, 
we used the EDAS (ETA Data Assimilation System) data, which is the data analysis 
produced as the initial conditions for the ETA forecasts at NCEP. 

 
2) Standard NWS observations: The rawinsondes and surface observations reported by the 

NWS and other national meteorological centers are also archived at NCAR. The 
rawinsondes are reported every 6 hours and the surface observations are archived every 
hour.  These data were accessed for all simulated days. 

 
3) Special observations: Special observations taken during the summer of 2000 from the 

CCOS monitoring sites were included in the data analyses and FDDA for the July/August 
2000 episode. These observations included surface observations, wind profilers, 
rawinsondes, etc.  For the July 1999 episode, data from several of the same mesonets 
included in CCOS were acquired.  
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Topographic Data 
 
Topography was defined from the RAMS standard input dataset, the USGS global 30 sec 
resolution (about 1 km) topographic dataset.  A “ normal” amount of smoothing was applied to 
each of the four grids. In RAMS, the smoothing is wavelength-specific and was defined to 
remove all wavelengths less than 4∆x. 
 
However, with this level of smoothing, the steepness of topography in the southeast quadrant of 
grid 3 (the extreme southeast Sierras) was exceeding the allowable changes in one grid space.  
All terrain-following coordinate models have limitations in this regard.  Therefore, we 
implemented a regional smoother to smooth the topography only in this are.  Since this region 
was adequately far from the Bay Area, this topographic smoothing did not affect the local Bay 
circulations. 
 
 
Landuse/Landcover Data 
 
The land use classifications for all grids were derived from a USGS 30 second global dataset.  
The original dataset has 93 categories.  These were translated to the RAMS/LEAF 21 categories. 
Each RAMS grid cell used 3 different land use types, or patches.  The first patch contains any 
water area, the second and third contain the first two most prevalent land use types as derived 
from the USGS data. 
 
Along with the land use type itself, RAMS uses numerous other characteristics of the vegetation, 
including fractional coverage, albedo, and roughness length. The new RAMS v5.0 contains 
parameterizations to derive these quantities based on the land use type and NDVI (Normalized 
Difference Vegetation Index), which is available at the same resolution (different projections) as 
the global land use dataset. 
 
Initial processing of the land use dataset showed that there was a significant coverage of irrigated 
cropland designation for the central valley.  By default in RAMS, this designation is initialized to 
a very moist soil moisture content.  In the real world, the state of the soil moisture is obviously 
highly dependent on the specific time of the year and if the irrigation is occurring at any given 
time on any given property.  Unfortunately, no records are kept of the irrigation history of past 
time periods, so there is no way of knowing if, or what areas, may have been actively irrigating 
during these specific weeks in 1999-2000.  However, several initial sensitivity experiments were 
run using the default initialization and showed too moist and too cool verifications for most of 
the central valley stations.  This is a good indication that the soil was too moist.  Therefore, we 
changed the landuse categorization from irrigated to non-irrigated crop for all locations and 
initialized the soil moisture according to the input parameters as described in the RAMS report 
(ATMET, 2004). 
 
 
Water Surface Temperature 
 
A typical first guess at initializing the ocean/bay/lake temperatures for a simulation is to use a 1º 
resolution, global climatological dataset.  This dataset was originally produced by the Navy and 
encompasses a 30-year average from 1955-1985.  An additional dataset was accessed from 
NCAR, a weekly OI global SST analysis (dataset ds277.0).  The optimum interpolation (OI) sea 
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surface temperature (SST) analysis is produced on a 1º grid.  The analysis uses in-situ and 
satellite SST's plus SST's simulated by sea-ice cover.  The temperatures from the weekly SST 
analysis were within 1°C of the RAMS climatological SST. 
 
Neither of these datasets have the resolution to accurately depict the water temperatures of San 
Francisco Bay.  SFBA water temperature data are available from the USGS via the Water 
Quality of San Francisco Bay Website (http://sfbay.wr.usgs.gov/access/wqdata), and water 
temperature data were collected during two cruises in July and August 2000.  Tabular data are 
also available from the website for more exact values.  The water temperatures within the Bay 
varied from almost 22°C at the far south end of the Bay to about 16.5°C near the Bay entrance to 
about 19.5°C at the north end of the bay and then close to 22°C in the smaller bays upstream. 
 
Sensitivity experiments (as described by ATMET [2004]) showed very little sensitivity of the 
surface fields on the actual bay water temperature.  Additionally, Bay temperature measurements 
from June 2000 and July 1999 had very similar temperatures and patterns to those in July/August 
2000.  Therefore, for simplicity, we selected an average temperature of 19ºC for the bay and used 
this value for all three episodes. 
 
 
Simulations of July/August 2000 
 
This episode was the first simulated with RAMS.  As such, various decisions concerning model 
configuration were needed to properly replicate the unique conditions within the CCOS region.  
Nearly twenty simulations were made to adjust various aspects of the configuration and to 
identify the overall best performing set up.  Many of these were shorter simulations to test the 
sensitivities to various inputs and assumptions, mainly in regards to surface characteristics (soil 
moisture, landuse, water surface temperature, etc.).  When performing the sensitivity studies, we 
usually perform the simulations in an incremental approach, in an attempt to understand the 
underlying causes for any differences in the results.  The short term tests were run to get a good 
idea of the appropriate surface characteristics and then expanded into longer term simulations of 
the entire episode. 
 
 
Selection of the Best Configuration 
 
ATMET computed standard statistical performance measures over different portions of the 
domain, each area identified by CARB for its unique location and micro-climate (Figure 4-4).  
For the consideration of the “ best” runs for this episode, we focused on statistics comparing 
modeled scalar and vector wind speed, temperature and dewpoint against standard hourly NWS 
surface station data located in central California (centered on the Bay Area).  ATMET received 
the quality-assured special CCOS observation dataset very late in the project.  The CCOS surface 
observation dataset was archived and produced by CARB and quality-assured by both 
BAAQMD and CARB.  All of the RAMS runs were made using only the NWS data in the 
analyses for initial/boundary conditions and analysis nudging, while some of the later runs used 
the CCOS datasets in the observational nudging procedures and for some statistical evaluations.  
For all statistical performance evaluations, ATMET did not attempt any vertical reduction 
scheme to extrapolate RAMS-predicted values to station observation height, but simply 
compared the lowest layer simulated values (representative of 30 m deep layer average) directly 
to the observational data. 
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Figure 4-4.  Locations of meteorological observation sites within the CCOS database.  Site 
colors show the break out of these sites within each sub-regional analysis zone.  These sites 
include NWS, AIRS, CIMIS, RAWS, certain private networks, and special CCOS intensive 
operating sites. 
 
  
Because of our incremental testing approach, the later RAMS runs did have better performance 
than the early runs.  Therefore, for sake of brevity, we will not discuss the statistics of the early 
simulations here.  The best performing 3-grid runs (48/12/4-km nested grids) included those 
labeled as follows: 
 

• W3: “medium” initial soil moisture content, relatively weak 3-D analysis nudging, 19°C 
bay surface temperature; 

• O3: as in W3, but with surface observation nudging to NWS wind observations; 
• W3O: as in O3, but with surface observation nudging to all CCOS wind observations. 

 
In all three runs, there was a small warm, dry bias in the late afternoon hours with a mean 
relative error of about +1°C temperature and about -2°C dewpoint.  The minimum temperatures 
at sunrise showed very little bias with a mean absolute error of 1-1.5°C or less.  Wind 
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performance was quite good, matching the mean diurnal profiles quite well overall.  Note, 
however, that run W3O used the CCOS datasets for the observational nudging and that this led to 
a low speed bias in the afternoon hours relative to NWS observations.  We will explore the 
reasons for this in more detail when we discuss the 4-grid runs below. 
 
The two best runs statistically for the 4-grid configuration were: 
 

• W4: as in W3, but adding the high-resolution 1-km grid over the Bay Area (used Chen 
longwave radiation scheme); 

• W4O: as in W3O, but adding the high-resolution 1-km grid over the Bay Area (used 
Harrington longwave radiation scheme). 

 
Similar patterns in the temperature and dewpoint statistics against NWS surface observations 
were apparent in the 4-grid runs as compared to the 3-grid runs, except there was cold bias at 
night in the W4O run.  This was due to the use of the Harrington longwave radiation scheme in 
this run as opposed to the Chen longwave radiation in the W4 run.  The wind speed behavior 
with the 4-grid runs showed that the mean speed was higher than the 3-grid runs.  This was most 
likely due to the better resolution of the topographic features and enhanced channeling.  In the 3-
grid runs, W3 (no observation nudging) showed close agreement with the NWS observed speeds 
in the afternoon hours, while W3O (observation nudging to CCOS data) showed an under 
prediction.  In the 4-grid runs, W4 (no observation nudging) showed an over prediction while 
W4O agreed very well with the mean NWS values. 
 
ATMET (2004) further examined the difference between runs without observational nudging and 
those with observational nudging separately to the NWS and CCOS data.  Runs with 
observational nudging to the CCOS dataset consistently led to lower wind speeds.  The wind 
speed statistics were repeated for W4O, but instead of verifying against the NWS surface 
observations, certain CCOS observations were used.  The RAMS statistics were re-computed by 
excluding all stations identified as possessing 2 meter probe heights, since the RAMS’ winds 
used in this comparison were representative of a layer mean height of about 15 meters.  There 
were approximately 300 total stations in the complete CCOS dataset; about 105 stations were 
explicitly identified as “2 meter” sites. 
 
ATMET found that the afternoon mean observed winds in the Bay Area computed from the 
reduced CCOS dataset were consistently lower than the mean observed wind speed computed 
from the NWS stations.  While the RAMS W4O simulation, which did use all CCOS station data 
(with no regard to probe height), verified quite well against the NWS stations, there was a small 
over prediction of wind speed as compared to the CCOS stations.  If in fact the heights of the 
observations were correctly described, we have no explanation for why there was such a 
discrepancy between the CCOS and NWS mean wind speeds.  However, we do know that there 
were some significant differences in the station sitings; NWS sites are primarily at airports, while 
the AIRS sites are primarily grouped in urban areas and some are even located on top of 
buildings (leading to the potential for lower wind speeds).  Also, other mesonets compiled for the 
CCOS dataset were found to contain 2 m sites without explicitly being identified as such.  In 
addition, some of the CCOS observations are hour averaged values, rather than the 5-minute 
averages used by the NWS.  These differences in the observed speeds between the two datasets 
were the primary reasons why the simulations with observational nudging to the CCOS data 
produced slower wind speeds that the runs with no nudging or nudging to the NWS data. 
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The W3O and W4O runs were selected as the “ best” runs.  The statistical performance was 
comparable to past runs performed for photochemical modeling purposes.  Since the W3O run 
did not have the low nighttime temperature bias and covered a larger domain with a consistent 
resolution, this run became our primary focus. 
 
 
Additional Analyses Specific to the Bay Area 
 
ATMET produced a series of graphics from the W3O run in which the model simulated vector 
wind fields were displayed with the surface observations.  These have been posted to a web site: 
http://bridge.atmet.org/baaqmd/forecast.php; the web site figures also present a graphical 
depiction of the statistical results and show the wind speed differences along with wind direction 
deviations. 
 
Focusing on three days of this episode (30 July through 1 August, 2000), ATMET analyzed 
RAMS predicted low-level (14.4 m) winds compared to surface mesonet observations at 11 AM 
and 5 PM local time each day.  On 30 July, RAMS simulated winds followed the observed 
divergent flow pattern over the Bay area, but wind speeds were somewhat low compared to 
observations.  The wind speed through the Golden Gate gap was also low, and the turning of the 
wind direction due to the sea breeze effect, especially along the west side of the bay, was also 
underdone.  This was likely due to the model grid resolution, which did not fully capture the 
details of the bay coastline.  In other areas, the RAMS forecasts compared reasonably well in 
wind speed and direction.  These general features were also observed in the wind forecasts for 31 
July and 1 August.  RAMS predictions indicated a general decrease in wind speed through the 
three-day period, consistent with the observed weakened sea breeze. 
 
A direct comparison of RAMS predicted winds with wind profiler data was conducted by 
horizontally interpolating the RAMS forecasts to the wind profiler locations; specific analyses 
were undertaken for the Richmond and Dublin soundings.  The predicted morning flow reversal 
from westerly to easterly and then back to westerly was evident on 31 July and 1 August, and not 
on 30 July, which compared well with the wind profiler observations.  RAMS successfully 
captured these convergence zones as an above-surface feature, but the lower limit of the flow 
reversal was predicted down to about 225 meters, while wind profiler observations indicated this 
level to be somewhat higher at Richmond. 
 
Vertical virtual temperature information was available from several Radio Acoustic Sounder 
System (RASS) sites within the region of focus.  Comparisons of RAMS virtual temperature 
forecasts with RASS observations are described by ATMET (2004) for Richmond and Dublin. 
RASS observations indicated a significant morning temperature inversion on 30 July, but much 
less of an inversion on the mornings of 31 July and 1 August.  This suggests the possibility for 
greater downward vertical mixing of easterly momentum into the marine layer that counteracted 
the sea breeze flow on these later days, resulting in the Bay Area convergence zone as discussed 
above. 
 
The RAMS virtual temperature forecasts indicated a small cool bias for most time periods at 
both locations when compared to RASS observations.  The cool bias was greatest during the 
morning hours when the temperature inversion was significant.  It is likely that the model 
vertical resolution was insufficient to fully capture the inversion.  Predictions were much closer 
to observations during the afternoon hours when the marine layer appeared to be more fully 
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mixed in the vertical.  RAMS predictions indicated the morning inversion on the 30th, and then a 
weaker morning inversion on the 31st and the 1st.  RAMS, however, tended to be less stable in 
the marine layer during the afternoon hours.  This would allow greater downward vertical mixing 
into the marine layer, and this likely contributed to the lower than observed easterly flow in the 
marine layer that was noted in the RAMS vs. wind profiler comparison. 
 
One of the interesting features in the wind profiler data was the consistent diurnal wind direction 
shift above the boundary layer for the two Bay area locations (Richmond and Dublin).  The wind 
direction shifted from a westerly to easterly component around 4 AM local time, and then 
reversed back to a westerly component around midday.  RAMS forecast winds from about 740 m 
AGL for 31 July indicated this wind direction shift as well.  During the early morning hours, 
predicted flow was northeasterly over much of the region.  Later in the morning, 10 AM forecast 
winds veered toward northerly and even northwesterly over portions of the Central Valley.  After 
midday, the wind shift was apparent with nearly all areas showing a predicted wind direction 
with some westerly component. 
 
A portion of this mid-day wind shift was likely attributed to the low-level westerly flow mixing 
upward through time, especially over land areas west of the Coastal Range.  It is, however, 
unlikely that this feature was entirely responsible for the domain-wide gradual wind shift.  It is 
possible that the high Sierra mountain range to the east also influenced this shift where elevated 
daytime heating can draw flow from the west, and nighttime drainage flow can create a reversed 
easterly push.  West-east vertical cross-sectional analyses of the predicted flow were consistent 
with this supposition. During the early morning hours (2 AM), the predicted flow showed the 
generation of easterly drainage flow along the west slope of the Sierra.  Model results suggested 
that with time the drainage flow spread westward above the marine boundary layer and extended 
to over the Pacific coastal region.  A weak easterly component was indicated at 4 AM over the 
Bay area that was consistent with the wind shift noted in the wind profiler observations.  The 
layer of easterly-component flow became strongest around 7 AM and then gradually eroded with 
time from the east until the entire flow contained a westerly component by 1 PM, also consistent 
with the observed mid-day wind shift in the profiler data. 
 
The positioning of the subtropical high to the northwest also likely played a role in this scenario, 
whereby the absence of the typical on-shore synoptic flow is not able to overwhelm this 
mountain-valley circulation.  One might also speculate that 850 mb easterly synoptic flow could 
have created enhanced downslope winds off the Sierra, but the cross-sectional forecasts did not 
indicate any such effect.  Whatever the cause of the wind direction shift, it would seem feasible 
to conclude that the diurnal slosh of air from west to east during the day and then back west at 
night would allow pollutants from previous days (and from inland fires) to recirculate back over 
the populated coastal regions.  This feature, combined with the strong thermal cap at 850 mb and 
the greater than usual boundary-layer mixing due to less cloudiness and stronger surface heating, 
all create a scenario conducive to creating elevated levels of pollutants. 
 
 
Discussion 
 
Some additional comments can be made based on the subregion results: 
 

• A large majority of the stations showed very good diurnal behavior of the wind speed 
comparing the RAMS results to the observations; 
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• As expected, the RAMS wind speeds verified best against the NWS stations, given that 
the simulated winds are representative of a 30 m deep layer and the NWS observations 
are taken at 10 m height. 

• There were significant differences in the observed late afternoon, peak mean wind speeds 
when the stations were stratified by station type.  For example, for the Bay Area 
subdomain, the NWS stations had an average mean peak speed of about 6 m/s, the CCOS 
10 m+ stations were about 4.5-5 m/s, and the CCOS unmarked stations were about 4-4.5 
m/s.  The only possible explanations we have at this point, assuming the instruments were 
calibrated correctly, are that some stations were not correctly identified at the appropriate 
height level, or that siting differences between the CCOS and NWS sites (typically at 
airports) are significant enough to cause additional surface drag at sites such as AIRS. 

• When looking at the Sacramento subdomain, we saw a better agreement between the 
peak mean values between the NWS and the CCOS 10 m+ observations (4.5-5 m/s).  
However, these CCOS stations had peak means much closer to the 2 m stations (2.5-3 
m/s).  The SJV subdomain had similar results to the Sacramento subdomain. 

 
Why are these differences between the wind speed observations important?  There are two 
aspects: 1) determining how to verify and evaluate the meteorological simulation results, and 2) 
selecting which observations should be used in the four-dimensional data assimilation (FDDA) 
procedures of the meteorological models to be scientifically consistent with the schemes. 
 
The FDDA schemes in both RAMS and MM5 use the input surface observations to nudge the 
near-surface winds (actual effective depth of the nudging is a model input parameter) in an 
attempt to correct any discrepancies between the model simulation and the observations.  
However, as we discussed, the lowest layer of the models do not necessarily correspond to the 
depth for which the surface observations are representative.  Therefore, from a scientifically-
defensible viewpoint, it is inconsistent to use, for example, a 2 m wind observation to nudge a 
30m deep model layer.  As discussed in detail at one of the Model Advisory Committee 
meetings, results from CAMx runs between RAMS and MM5 simulations showed higher ozone 
amounts in the MM5 run.  The primary difference between these runs was that the MM5 run had 
significantly lower wind speeds, which verified more closely with the lower observed mean 
peaks from the CCOS dataset, as opposed to the higher peaks of the NWS stations.  As presented 
at the MAC meeting, this is most likely a case of “ compensatory errors”, where the slow wind 
speeds will lead to less ventilation of ozone and the precursors, partially compensating for 
deficiencies in the emission inventories and the low ozone biases reported from the 
photochemical modeling. 
 
As suggested by the analysis of the observations in ATMET (2004), the representation of 
convergence zones aloft over the Bay Area is very important.  Further, given that the 
convergence zones in the central California region frequently do not extend to the surface, the 
use of surface wind observations in an attempt to force larger-scale phenomena that the model 
may not be suitably configured to replicate becomes even more problematic. 
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Simulations of July 1999 
 
The RAMS runs for the July 1999 episode followed from the configuration of the July/August 
2000 runs, with some features from the June 2000 episode.  The Bay temperature was held at the 
same constant 19°C, as observations from the USGS showed a similar average temperature for 
July 1999.  Some experiments for the June 2000 runs, in which the soil moisture was made 
higher for elevations over 500 m, showed some promise, so this was used for some simulations 
for this episode.  The analysis nudging also borrowed a modification made for the June 2000 
runs, where the analysis nudging was turned off below 3-3.5 km above sea level, allowing the 
lower atmosphere to adjust more completely to the physiographic forcing and observational 
nudging.  This also allowed a more complete development of the coastal fog and stratus.   
 
The observational nudging used a variety of mesonet datasets provided by CARB.  These 
included CIMIS, RAWS, AIRS, BAAQMD, buoys, and the NWS sites.  As in the first episode, 
only wind observations were used in the observational nudging.  All wind observations were 
used for the nudging, even though a significant number of these were taken from sites with low 
(<10 m) probe heights.  Furthermore, this modeling was undertaken prior to intensive efforts by 
BAAQMD staff to screen the data and to fix major problems seen in the CARB data compilation 
for this episode.  Numerous stations were excluded from the analysis after ATMET performed 
their own visual quality-control procedure on the time traces of the meteorological parameters.  
Several stations had frequent occurrences of too high wind speeds, others had temperature 
observations that dropped to too low values.  There were a few stations that appeared to have 
consistently too low wind speeds, but they were not removed. 
 
 
Selection of the Best Configuration 
 
ATMET (2004) reports on a series of nine separate full-episode RAMS simulations; results are 
summarized here.  Three 3-grid runs were performed, and six follow-on 4-grid runs were 
performed.  The 3-grid runs were configured as follows: 
 

• A3: “dry” initial soil moisture content, no nudging of any kind, 19°C bay surface 
temperature, Harrington short-wave radiation, Chen long-wave radiation; 

• B3: “medium” initial soil moisture content (higher moisture on terrain above 500 m 
MSL), analysis nudging above 3.5 km AGL, 19°C bay surface temperature, Harrington 
short- and long-wave radiation; 

• C3: as in B3, but with higher horizontal diffusion. 
 
These runs showed the difference between no analysis nudging (A3) and the use of the analysis 
nudging (B3 and C3), in this case where only analysis nudging to the upper air fields was 
performed.  The statistical evaluation of the C3 run was very reasonable for this type of 
simulation.  Very little bias was apparent in the wind speed (mostly < 1 m/s) and dewpoint 
temperature.  There was some warm temperature bias during the first half of the simulation, but 
by the days of the exceedances (11th and 12th), the bias had all but vanished.   
 
With the good statistical performance of the C3 run, we proceeded to focus on the full 4-grid 
runs for further testing.  The best three 4-grid simulations were: 
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• C4: “medium” initial soil moisture content, analysis nudging above 3.5 km AGL, 19°C 
bay surface temperature; 

• D4: “medium” initial soil moisture content (higher moisture on terrain above 500 m 
MSL), analysis nudging above 3.0 km AGL (stronger on grid 4), 19°C bay surface 
temperature; 

• O4: as in C4, but with observation nudging to surface wind observations. 
 
Except for the dewpoint temperature, these three simulations exhibited similar behavior.  
Statistical comparisons clearly showed that the enhanced soil moisture at higher elevations was 
beneficial to the simulation.  The D4 simulation provided the best overall performance for the 4-
grid runs.  Because of the soil moisture differences, the effect of the observational nudging in run 
O4 was inconclusive.   
 
Comparisons of runs C3 and D4 showed that both over predicted wind speed (about 1 m/s) in the 
late afternoon when comparing the RAMS first layer winds to the mesonet observations.  In the 
case of the July 1999 mesonet data, it is known that there is a significant fraction of wind 
observations taken at 2 m above the ground.  Therefore, it is not surprising that this “over 
prediction” is seen when comparing the results in this manner.  ATMET (2004) notes that when 
comparing the mean observed late afternoon peaks between the NWS and mesonet data there is a 
similar magnitude of difference (peaks of 6 m/s versus 3-4 m/s) as there was in the July/August 
2000 episode (comparing the NWS observations versus the full CCOS dataset).  For further 
analysis of this episode, we will concentrate on the C3 and D4 runs, again mostly focusing on the 
4-km grid of the C3 run. 
 
 
Additional Analyses Specific to the Bay Area 
 
As with the July/August 2000 episode, for further analysis of the “ best” runs for the July 
1999 episode, ATMET (2004) focused on the surface wind fields, since they are perhaps the 
most important meteorological feature for photochemical modeling.  We have produced a 
similar series of graphics from the C3 run in which the model simulated vector wind field 
is displayed with the observations.  These figures are also available from the web 
site: http://bridge.atmet.org/baaqmd/forecast.php. 
 
Since this episode did not occur in conjunction with a field program, the profiler and RASS data 
were not available.  RAMS predicted low-level (14.4 m) winds were compared to surface 
mesonet observations for 11 and 12 July at 11 AM and 5 PM local time each day.  The key 
surface feature in the observations was the indication of a convergence zone east of the bay, a 
feature not evident in the first case.  RAMS predicted winds captured the convergence zone quite 
well at 11 AM on the 11th.  At 5 PM, however, it appeared that the model prediction somewhat 
over predicted the strength and inland penetration of sea breeze, and hence did not indicate the 
convergence zone in eastern Contra Costa as seen in the mesonet observations.  RAMS wind 
predictions for the 12th were consistent with observations.  The well-defined convergence zone at 
11 AM matched well with observations.  At 5 PM, westerly winds moved over the entire region 
west of the Coastal Range that again matched well with observations. 
 
The RAMS forecasts for this case show some interesting similarities and differences when 
compared to the first case.  The most notable similarity is the above-boundary-layer diurnal wind 
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direction shift.  Although the details are somewhat different than the first case, the wind direction 
shifted as in the first case from a westerly to easterly component around 4 AM local time and 
then reversed back to a westerly component around mid-day.  During the early morning hours, 
predicted flow was easterly over the Carquinez Strait and mostly southeasterly over San 
Francisco Bay, Alameda County, and the Central valley.  The positioning of the subtropical high 
in this case was such that low-level synoptic flow was easterly as compared to northeasterly in 
the first case, and this is the likely reason for the wind direction veering by about 45 degrees 
from the first case.  Later in the morning at 10 AM, forecast winds continued from the east and 
northeast over the Carquinez Strait, while wind directions tended to veer to southerly over the 
Central Valley.  After mid-day, the wind shift was apparent with nearly all areas showing a 
predicted wind direction with some westerly component. 
 
Similar to the first case, the wind shift is likely the result of two components: 1) the low-level 
westerly flow forced by sea breeze mixing upward through time over land areas west of the 
Coastal Range; and 2) the larger scale diurnal mountain/valley circulation created by the high 
Sierra located to the east.  West-east cross-sectional analyses of the predicted flow for the July 
1999 case also supported this hypothesis.  The easterly drainage flow was stronger in this case, 
which was likely enhanced by the low-level synoptic easterly flow.  The early morning (1 AM) 
easterly-component flow has already reached the Central Valley floor and has begun to push 
over top of the marine boundary layer.  By 4 AM, the easterly flow has extended over the Pacific 
Ocean, consistent with the wind shift noted at in the July/August 2000 case.  However, the 
drainage flow had effectively mixed out and removed the marine boundary over the Coastal 
Range and, at 10 AM had eroded some of the marine boundary layer over the San Francisco Bay 
area.  The mid-day wind direction shift still occurred with westerly-component flow in the 
lowest 2000 m at 1 PM.  At 4 PM, a well developed solenoid flow was evident over the Coastal 
Range and was likely attributed to upward vertical motion resulting from significant afternoon 
heating of the elevated terrain.  Unlike the first case, mountain wave effects were also apparent. 
 
RAMS-predicted boundary layer flow at 85 m AGL illustrates some interesting differences 
between the two cases.  With the indication of the drainage flow eroding the morning boundary 
layer over the Coastal Range, northeasterly flow was evident through the Carquinez Strait and 
west of the Coastal Range at 7 AM.  This flow was weakly enhanced by downslope effects as 
suggested in the previous cross-sectional analyses.  The result was low-level convergence 
through the middle of the San Francisco Bay area.  With a significant land/water temperature 
gradient, a well-developed sea breeze was evident at 10 AM throughout the San Francisco Bay 
area and westerly flow also pushed through the Carquinez Strait.  Wind speeds strengthened 
across San Francisco Bay through the afternoon.  A more detailed cross-sectional analysis of the 
predicted flow suggested that downslope effects to the lee of the San Francisco peninsula act to 
enhance the wind speed in this area.  This is not surprising given the erosion of the marine 
boundary layer even over the San Francisco peninsula.  With significantly weaker stability, the 
boundary layer flow was no longer channeled through the Golden Gate Gap but rather flowed 
freely over top of the elevated terrain. 
 
The overall similarity between the two episodes appears to be tied to the position of the Pacific 
Basin subtropical high and may indicate that this specific type of meteorological situation must 
be present for ozone exceedances to occur in the Bay Area.  Model results suggest that off-shore 
synoptic flow above the boundary-layer creates a scenario that allows for the development of a 
mountain/valley circulation forced by the Sierras.  This circulation can advect daytime pollutants 
out of the San Francisco Bay basin, but then can return them to the coastal regions at night.  In 
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conjunction with other synoptic features including the strengthening of an 850 mb thermal cap 
and an eroding marine boundary layer that allows for greater sunshine and enhanced vertical 
mixing, the scenario is set for potentially elevated ozone levels. 
 
The positioning of the subtropical high also created differences in the two episodes.  Synoptic 
flow at 850 mb was northeasterly for the first episode and easterly for the second case.  The 
largest differences were noted in the marine boundary layer.  The stronger off-shore synoptic 
flow in the second case enhanced the drainage flow off the Sierra such that the boundary layer 
eroded soon after sunrise over the Coastal Range.  This setup then created significant flow 
convergence over San Francisco Bay.  Also, enhanced morning heating over the elevated terrain 
of the Coastal Range created a significant water-land temperature gradient that forces an 
abnormally strong sea breeze to form across the valley.  Valley temperatures remained warm, 
however, which in turn allowed for enhanced vertical mixing that can transport high ozone air 
from aloft down to the surface.  This effect may have also been enhanced by weak downslope 
winds that form in the lee of the San Francisco Peninsula where the afternoon marine boundary 
layer had also eroded. 
 
The same wind observation issues are applicable to the simulations with the July 1999 episode 
also.  For the SFBA subregion, the peak mean wind speed among the NWS stations ranged 5.5-
6.5 m/s through the episode.  The RAMS simulation of the lowest layer winds again verified well 
with these stations.  However, the BAAQMD mesonet, which is supposed to have the same 10 m 
height of wind observations, had peak mean speeds of only 3.5-5 m/s.  The other mesonets 
(CIMIS and RAWS) had the expected results of lower peak means, since the wind probes are 
generally lower (2 m height). 
 
 
Summary from RAMS Applications 
 
ATMET (2004) presents a brief analysis of the meteorology for the July/August 2000 and the 
July 1999 ozone exceedances episodes in and near the Bay Area.  The observations in these 
cases, as with numerous other ozone episodes in other locations, indicate that convergence zones 
are important in focusing ozone and the precursors.  The convergence zones in these cases were 
caused by the interaction of the on-shore sea breeze flow within the marine layer with the 
easterly large-scale flow forced by the subtropical high.  When the winds and temperature allow, 
the easterly flow can erode the marine layer over the Central Valley and Coastal Range, causing 
near-surface convergence zones to occur.  An important finding in the analysis shows that the 
convergence zone frequently does not extend to the ground.  This finding has significant 
implications for verification and four-dimensional data assimilation applications. 
 
Overall, the RAMS simulations performed for the July/August 2000 and the July 1999 episodes 
show verifications that are consistent with past simulations of this type, with errors of especially 
wind speed and temperature within the range expected.  We have pointed out various issues with 
the input datasets that have been used for the verifications and the four-dimensional data 
assimilation schemes. 
 
While the error statistics were acceptable for the most part, there were various aspects of the 
simulations of this region that need to be addressed to make significant improvements in the 
results: 
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• Even with the 1 km resolution grid, it is our opinion that higher resolution is still needed 
to resolve the important topographical features. 

• The same higher resolution issue is apparent when considering land use features such as 
coastlines, wetlands, urban areas, etc. 

• With the higher resolution also comes the need for higher resolution datasets of 
topography and land use, since the datasets used by atmospheric models are usually 30 
second (about 1 km) resolution.  Much higher resolution datasets do exist, especially for 
topography. 

• There was no information on what areas were in active irrigation during these episodes.  
There was circumstantial evidence that various areas were active, since stations located 
very close together in the Central Valley sometimes had very different temperatures and 
dewpoints. 

 
The complexity of the central California meteorology, with complex terrain and land use 
features, along with the interactions of marine and mountain flows, poses a difficult situation to 
simulate with current models.  This puts a reliance on the FDDA to introduce large scale changes 
into the mesoscale domains.  But too often, the FDDA also serves the purpose of attempting to 
correct model errors, sometimes with undesirable results.  The situations in these cases point this 
out very clearly; the vast majority of the observed data used in the FDDA are taken at or very 
near the surface.  However, the primary forcing mechanisms for the important flows may not 
ever become apparent at the surface.  And there were far too few observations taken above the 
surface, even during CCOS with the profilers and RASS, to adequately resolve the horizontal 
structure of the meteorology above the marine layer.   
 
There is one other important meteorological modeling implication of the elevated convergence 
zone.  It is imperative in these complex layers of stability that the subgrid scheme employed in 
the meteorological model be able to correctly treat elevated well-mixed, neutral layers.  Many of 
the models use simple, surface-based PBL schemes that either: 1) produce a single PBL from the 
surface to some defined PBL height, usually resulting in a too deep boundary layer that mixes 
out the shallow surface stable layer, or 2) overemphasizes the effect of the surface stable layer 
and shuts down vertical mixing throughout the PBL.  It is necessary to employ a TKE-based 
scheme that has all of the necessary physical terms (advection, production, diffusion, dissipation) 
to correctly handle elevated mixed layers and these types of elevated convergence zones. 
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MM5 APPLICATIONS 
 
Initial MM5 simulations were performed for the CCOS July/August 2000 episode by the CARB 
and their meteorological modeling contractor at NOAA/ARL, concurrent with the initial 
ATMET RAMS simulations.  Later, the BAAQMD instituted their own internal MM5 modeling 
effort for the July/August 2000 episode.  Subsequent MM5 modeling of the ancillary July 1999 
episode was undertaken by both the CARB and BAAQMD. 
 
 
Description of MM5 
 
The PSU/NCAR MM5 is a state-of-the-science atmosphere model that has proven useful for air 
quality applications and has been used extensively in past local, state, regional, and national 
modeling efforts.  MM5 has undergone extensive peer-review, with all of its components 
continually undergoing development and scrutiny by the modeling community.  The MM5 
modeling system software is freely provided and supported by the Mesoscale Prediction Group 
in the Mesoscale and Microscale Meteorology Division of NCAR.  For these reasons, MM5 is 
the most widely used public-domain prognostic model.  In-depth descriptions of MM5 can be 
found in Dudhia (1993) and Grell et al. (1994), and at http://www.mmm.ucar.edu/mm5.  
 
The MM5 is a limited-area, terrain-following (sigma-coordinate), prognostic meteorological 
model.  It solves the full suite of non-hydrostatic prognostic primitive equations for the three-
dimensional wind, temperature, water (in all phases), and pressure fields.  It can be run with 
multiple one-way or two-way nested grids to resolve a range of atmospheric processes and 
circulations on spatial scales ranging from one to several thousands of kilometers.  The model is 
highly modular, facilitating the interchange of physics and data assimilation options.  Several 
options exist for boundary layer schemes; resolved and sub-grid cloud and precipitation 
treatments; soil heat budget models, and radiative transfer.  The model equations are solved 
horizontally on an Arakawa-B grid structure defined on a number of available map projections.  
The Lambert conformal conic projection is used for air quality applications in the U.S.  The 
vertical coordinate is a terrain-following normalized pressure coordinate, referred to as a “sigma-
p”.  Typically, 30-50 vertical levels are used to resolve the troposphere and lower stratosphere to 
~15 km. 
 
The model is supported by several pre- and post-processing programs, which are referred to 
collectively as the MM5 modeling system. The MM5 modeling system software is mostly 
written in Fortran, and has been developed at Penn State and NCAR as a community mesoscale 
model with contributions from users worldwide.  The pre- and post-processing tools facilitate the 
development of various model inputs, and the analysis of model output. 
 
Because MM5 is a limited-area model, it requires lateral boundary conditions that define the 
space- and time-varying conditions at the periphery of the coarsest domain throughout the 
simulation.  Both initial and boundary conditions are generally specified using observational 
analyses, and may be supplemented by additional surface or upper air observations.  These data 
sources can be obtained from a variety of routine analysis systems, from several global analysis 
products to higher resolution (time and space) forecast initialization fields prepared by the 
National Weather Service or other entities.  Most datasets are available directly from NCAR. 
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The model may be constrained during the simulation to relax toward observed temperature, wind 
and humidity observations through the use of four dimensional data assimilation, known as 
FDDA (Stauffer and Seaman 1990, 1994).  FDDA amounts to adding an additional term to the 
prognostic equations that serves to “nudge” the model solution toward objective analysis fields 
and/or individual observations.  This has been shown to significantly reduce drift in the solution 
for simulations of several days or more.  Drift may be caused by (among other effects) 
inaccuracies in the initial conditions, the effects of discretization, or errors in the formulation of 
various parameterizations. 
 
 
Considerations for Evaluating MM5 Performance 
 
The RAMS meteorological model performance evaluation documented by ATMET (2004) raised 
significant concerns about the quality and mix of surface observation data compiled into the 
CCOS meteorological database.  In response, ENVIRON undertook a review and compilation of 
the CCOS surface meteorological measurement data and provided a sub-set of “standardized” 
observations throughout the state (Emery and Tai, 2004a).  The approach entailed identifying 
and extracting only those sites providing 10 m winds and 2 m temperature for the purposes of 
standardizing the meteorological performance evaluation among the various groups performing 
MM5 simulations for CCOS.  A revised meteorological dataset for the period spanning July 29 – 
August 2, 2000 were compiled. 
 
Emery and Tai (2004a) describe the rationale for this activity and the components of the final 
dataset.  They also discuss the concepts that have been adopted among air quality modelers 
across the U.S. for a rigorous meteorological performance evaluation approach, and describe a 
set of statistical measures that should be developed and reported relative to “benchmarks” for 
acceptable performance.  Finally, they describe a program that can be used to easily calculate 
and graphically present these measures on hourly and daily time scales.  These topics are 
summarized below. 
 
 
The CCOS Meteorological Evaluation Dataset 
 
The CCOS meteorological database includes measurement data taken during the summer of 2000 
throughout central and northern California.  Data from both existing routine networks and special 
study sites were collected at the surface and aloft, and are currently managed by the CARB.  The 
BAAQMD undertook an extensive review of these data, identifying and fixing several problems. 
In further reviewing the CCOS surface meteorological dataset, we identified several issues that 
impact the quality and consistency of wind, temperature, and humidity measurements, which 
would therefore obfuscate our quantitative evaluation of MM5 performance.  The key issues 
revolve around: (1) the various probe heights used among and within the various networks; (2) 
the maintenance status of certain networks (i.e., time since calibration, system checks, etc.); and 
(3) the lack of data population for the list of sites compiled for the CCOS meteorological 
database. 
 
Identifying sites by network in the CCOS dataset was difficult.  We obtained a site list lookup 
table/description from the CARB, but meta data did not consistently contain all needed 
information to fully describe the sites, their mast heights, type of probes, the network to which 
they belong, etc.  Once we began to extract meteorological measurements from the CCOS 
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database, we found that it is missing all NWS data and all RAWS data (except for one site).  
ATMET provided hourly NWS data for the July/August 2000 and July 1999 episodes.   
 
For reasons discussed by Emery and Tai (2004a), we removed RAWS and CIMIS stations from 
inclusion into the MM5 evaluation dataset.  Seven sites are located outside the domain in 
Southern California, and were removed.  We included those CARB/District and other 
miscellaneous sites that explicitly meet the criteria for 10 m winds and 2 m temperature, as 
determined by information available in the CCOS station meta files or site names.  If probe 
height information was missing for a given site, we assumed a 10 m wind mast and retained the 
wind observations (Saffet Tanrikulu, personal communication), but disregarded temperature and 
humidity observations from consideration.  Most of these unlabelled sites were from the air 
quality districts.  We also included all data from NWS stations. 
 
The resulting MM5 evaluation dataset includes 242 sites.  The data were stratified into the eight 
meteorological analysis regions shown in Figure 4-4.  The data were formatted into the RAMS 
RALPH v2 format, which is one of two allowable input formats for ENVIRON’s METSTAT 
software.  METSTAT also reads observation data in the MM5 binary FDDA format.  We chose 
the RALPH format as it readable ASCII text and is relatively self-documenting.  The evaluation 
dataset was made available on the ENVIRON FTP site (see Emery and Tai, 2004a).  Similar 
procedures were applied to the July 1999 dataset after extensive quality assurance and re-
processing by the BAAQMD. 
 
 
Performance Evaluation Methodology 
 
The goal of the MM5 model evaluation should be to (a) assess whether and to what extent 
confidence may be placed in the modeling system to provide three-dimensional wind, 
temperature, moisture, and turbulent mixing rates to air quality models, and (b) compare and 
contrast performance against results obtained from previous meteorological model applications 
across the country.  The basis for the assessment is a comparison of the predicted meteorological 
fields to available surface and aloft data collected by the National Weather Service and other 
reporting agencies.  This is carried out both graphically and statistically.  A specific set of 
statistics has been identified for use in establishing benchmarks for acceptable model 
performance, with the idea that these benchmarks, similar to current EPA guidance criteria for 
air quality model performance, allow for a consistent comparison of various meteorological 
simulations for important variables at the surface and in the boundary layer.  An extensive 
summary of the philosophy of model evaluation is provided by Emery and Tai (2004a), based on 
Tesche (1994) and Tesche et al. (2001). 
 
The focus of this performance evaluation centers on performance in the 4-km grid.  However, a 
regional qualitative analysis should also be carried out in the 36- and 12-km MM5 domains.  The 
first step in the operational evaluation is the preparation of graphics to display the predicted 
meteorological fields at the surface and for selected levels aloft.  This allows for a qualitative 
assessment of model performance by comparing results to commonly available analysis maps of 
wind, temperature, pressure, and precipitation patterns available from several entities, including 
the NWS and others (e.g., http://weather.unisys.com).  The purpose of these evaluations is to 
establish a first-order acceptance/rejection of the simulation in adequately replicating the gross 
weather phenomena in the region of interest.  Thus, this approach screens for obvious model 
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flaws and errors.  Specifically, wind profiler measurements in California provide a very good 
time-resolved source of data in the vertical, and are used to compare to MM5 output. 
 
 
Statistical Evaluation 
 
Several statistical measures are calculated as part of the meteorological model evaluation.  
Additional plots and graphs are used to present these statistics on both hourly and daily time 
frames.  These measures are calculated for wind speed, wind direction, temperature, and 
humidity at the surface.   
 
The problem with evaluating statistics is that the more data pairings that are summarized in a 
given metric, the better the statistics generally look, and so calculating a single set of statistics 
for a very large area (e.g., the entire 4-km domain) would not yield significant insight into 
performance.  Therefore, the statistical analysis is refined to sub-regions within the large grid.  
Results from the sub-regional evaluations give clues as to any necessary modifications to be 
made in the MM5 configuration. 
 
Below we list the various statistical measures that should be identified in the study protocol (full 
descriptions are provided by Emery and Tai, 2004a): 
 

• Mean Observation 
• Mean Prediction 
• Least Square Regression 
• Bias (signed error) 
• Gross Error (absolute or unsigned error) 
• Root Mean Square Error (RMSE, and systematic/unsystematic components) 
• Index of Agreement (IOA) 

 
ENVIRON has derived and proposed a set of daily performance “benchmarks” for typical 
meteorological model performance (Emery et al., 2001).  These standards were based upon the 
evaluation of a variety of about 30 MM5 and RAMS air quality applications in the last few years, 
as reported by Tesche et al. (2001).  The purpose of these benchmarks was not necessarily to 
give a passing or failing grade to any one particular meteorological model application, but rather 
to put its results into the proper context.  The key to the benchmarks is to understand how poor or 
good the results are relative to the universe of other model applications run for California and 
other areas of the U.S.  Certainly, an important criticism of the EPA guidance statistics for 
acceptable photochemical performance is that they are relied upon much too heavily to establish 
an acceptable (to the EPA) model simulation of a given area and episode.  Often lost in the 
statistical evaluation is the need to critically evaluate all aspects of the model via diagnostic and 
process-oriented approaches.  The same must stressed for the meteorological performance 
evaluation. 
 
Emery et al. (2001) carefully considered the appropriateness and adequacy of the proposed 
benchmarks based upon the results of MM5 simulations performed and reported in that study. 
Based upon these considerations, the final daily proposed benchmarks are given below: 
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 Wind Speed  RMSE: < 2 m/s 
    Bias:  < ±0.5 m/s 
    IOA:  ≥ 0.6 
 
 Wind Direction Gross Error: < 30 deg 
    Bias:  < ±10 deg 
 
 Temperature  Gross Error: < 2 K 
    Bias:  < ±0.5 K 
    IOA  ≥ 0.8 
 
 Humidity  Gross Error: < 2 g/kg 
    Bias:  < ±1 g/kg 
    IOA:  ≥ 0.6 
 
 
The METSTAT Program 
 
A statistical analysis software package has been developed to calculate and graphically present 
the statistics described above.  The package is comprised of a single Fortran program 
(METSTAT) to generate observation-prediction pairings and to calculate the statistics, and a 
Microsoft Excel macro (METSTAT.XLS) that plots the results.  Both of these are described by 
Emery and Tai (2004a). 
 
The program spatially and temporally pairs MM5 predictions with observations for a user-
defined time and space window.  Only surface-level data are used for the statistical calculations.  
Since the surface layer in MM5 is usually rather thick relative to the heights at which the 
observational data were recorded, the METSTAT program includes a micro-meteorological 
module that scales mid-layer predicted winds to 10 m heights, and mid-layer predicted 
temperatures to 2 m heights, using common stability-dependent similarity relationships.  The 
program then proceeds to calculate the statistics described above for each hour and for each day 
of the time window.  The following parameters are determined: 
 
• Wind Speed, Temperature, Humidity: 

- Mean Observed 
- Mean Predicted 
- Bias 
- Gross Error 
- RMSE 
- RMSES 
- RMSEU 
- IOA 

 
• Wind Direction 
- Mean Observed 
- Mean Predicted 
- Bias 
- Gross Error 
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The RMSE and IOA have not been typically used to quantify error for wind direction, and thus 
are not calculated by the program. 
  
 
MM5 Simulations of the CCOS 2000 Period 
 
The meteorological phenomena in the central California region that are known to have a 
pronounced impact on ozone concentrations include: 1) the sea-breeze, which can bring cooler, 
moister, and less polluted air as it propagates inland; 2) flow through the San Francisco Bay area, 
which is the principal inflow to the Central Valley, and the split of this flow, which determines 
the relative inflow into the Sacramento and San Joaquin Valleys; 3) nocturnal low-level jets, 
which can rapidly transport boundary layer pollutants along the Central Valley; 4) mesoscale 
eddies (the Schultz, Fresno, and Bakersfield), which can recirculate ozone and its precursors; and 
5) slope flows, which result in transport in or out of the valleys, support boundary layer venting 
along mountain crests, and produce subsidence or ascending motion over the valleys.  In 
addition, the depth of the atmospheric boundary layer is of critical importance for air quality, as 
it determines the depth through which pollutants are vertically mixed.  To better understand the 
role of the above meteorological phenomena on ozone transport and mixing, the BAAQMD 
employed the MM5 meteorological model. 
 
 
Observational Data 
 
The observational data sets used for the meteorological comparison include 297 surface 
meteorological stations, 120 surface ozone monitors and network of 25 915 MHz wind profilers. 
The network of wind profilers (see http://www.etl.noaa.gov/programs/modeling/ccos/data for the 
site locations) was one of the core sets of meteorological instrumentation used for CCOS 2000.  
The wind profilers provided hourly averages of wind speed and direction, typically to heights of 
3000 m AGL.  In addition to winds, the vertical profiles of virtual temperature were measured 
using the Radio Acoustic Sounding System (RASS) technique, which typically reached heights 
of 1000 m AGL.  The depth of the daytime, convective ABL was also determined from the wind 
profiler measurements by visually inspecting values of range-corrected signal to noise ratio, 
vertical velocity (which is large within the convective ABL), and radar spectral width (which is a 
measure of turbulence intensity) (White, 1993; Angevine et al., 1994; Bianco and Wilczak, 
2002). 
 
 
Model Description and Case Study Characterization 
 
The high ozone episode discussed in this paper occurred from 30 July to 02 August, 2000.  
During this period, the synoptic meteorology was characterized by a ridge at 500 mb that started 
to regress toward the west from New Mexico and strengthened on July 27.  During the Intensive 
Operational Period (IOP) of July 30 -August 2, the ridge remained strong and continued to 
slowly regress toward the west so that by July 31 it was centered near Reno, Nevada.  The 850 
mb temperature at Oakland reached as high as 27°C and the 500 mb height peaked at 5,970 m.  
At the surface, high pressure was present over the Great Basin area with its center located to the 
northeast of the San Joaquin Valley, rendering a weak offshore pressure gradient between San 
Francisco and Reno and a weak north-to-south gradient from San Francisco to Las Vegas.  Under 
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such a synoptic pattern, the low-level winds were weak and the sky was mostly cloud free over 
the San Joaquin Valley, a condition conducive to high ozone events. 
 
MM5 simulations for this episode were run using a 36-12-4 km one-way nested model domain. 
The model domain had 50 vertical stretched levels among which 30 were within the lowest 2 km 
and the lowest model level was at about 12 m above the surface. The 4 km domain encompasses 
the CCOS field study area, which extends from the Pacific Ocean in the west to the Sierra 
Nevada in the east, and from Redding, CA, in the north to the Mojave Desert in the south.  
Boundary and initial conditions were prescribed using the 6-hourly 40 km NCEP Eta analysis. 
The simulations began at 12 UTC 29 July, and were run for 120 h, ending at 12 UTC 3 August 
2000. 
 
Various MM5 simulations were run testing different combinations of surface and boundary layer 
parameterizations and land surface models.  Comparing these simulations with observations 
indicates that the most overall accurate simulation was produced when using the Eta planetary 
boundary layer and surface layer schemes, and the NOAH land surface model (LSM).  In 
addition, this simulation used the Reisner microphysics parameterization, and the Dudhia short-
wave and RRTM long-wave radiation parameterizations.  The Grell convective parameterization 
scheme was used on the 36 and 12 km grids.  No convective parameterization scheme was used 
on the 4 km grid.  We will refer to this simulation as Run 1.   
 
It is a common practice in air quality modeling for SIPs to assimilate observations into the  
meteorological model using the nudging FDDA technique in order to obtain the most realistic 
meteorological forcing of the photochemical model.  Thus, a second MM5 simulation was run 
differently than Run 1, in that it used analysis nudging on the 36 km domain and observational 
nudging of the profiler and surface winds on the 4 km domain. We will refer to this run as Run 2.  
In this FDAA run, a nudging term is added to the prognostic equations of wind and temperature, 
such that the model state is gradually “nudged” toward the observations based on the difference 
between the two (see, e.g., Stauffer and Seaman, 1994).   
 
In order to illustrate the impact that the LSM and FDDA have on the accuracy of the model 
simulation, we include in the study a run (Run 3) that is the same as Run 1 except a simple 5-
layer soil model was used instead of the LSM.  
 
 
Results of Comparison 
 
Direct comparisons between the observations and the model output at the observational sites are 
presented.  Because the highest ozone concentration within the San Francisco Bay Area during 
this 5 day episode occurred on 31 July (Julian Day 213), and the photochemistry for this day is 
examined in detail in Section 7 of this report, we focus on the direct meteorological evaluation 
on this day.  In addition, we limit our surface observation comparisons to the San Joaquin Valley 
and the San Francisco Bay Area, and the wind profiler comparisons to profilers located in 
Richmond (in the San Francisco Bay Area), Sacramento, and Bakersfield, because these are the 
areas that have ozone violations during this IOP. 
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Figure 4-5 shows 24-hour time-height cross-sections of winds and virtual temperature from the 
wind profiler and RASS at Richmond, and the corresponding output from Run 1 and Run 2.  It 
can be seen that during the entire 24-hour period, the simulated winds from Run 1 and the 
observed winds show a similar transition from westerly to northerly to northeasterly and back to 
westerly at 500 m AGL.  However, there are noticeable differences between the simulated and 
the observed winds.  From 0000 UTC to 0500 UTC, the observed winds are more northwesterly 
than the simulated winds in Run 1.  From 1400 UTC to 1900 UTC the observations show 
northwesterly winds within the lowest few hundred meters.  The simulated winds in Run 1 do 
not have this northwesterly flow during this time.  Similar to Run 1, Run 2 captures the general 
transition of the winds throughout this 24-hour period.  However, from 0000 UTC to 500 UTC, 
the simulated winds in Run 2 are more northwesterly than in Run1, which is in better agreement 
with the observations than Run 1.  Additionally, in Run 2 the northwesterly flow between 1400 
and 1900 UTC is better simulated than in Run 1.  Despite the overall positive impact of FDDA, 
the observed northeasterly flow between 1600 UTC and 2000 UTC between 0.3 km and 1.5 km 
is better simulated by Run 1 than Run 2.  When compared with the RASS data, both Run 1 and 
Run 2 appear to be colder during the entire 24-hour period than the observations, but Run2 is 
generally warmer than Run 1, indicating the impact of FDDA of the observed winds on the 
simulated temperature. 
 
Figure 4-6 is the same as Figure 4-5, except for the Sacramento site. It can be seen that the 
simulated winds from Run 1 show a persistent westerly flow below 0.25 km through the entire 
24-hour period, but in the observations the westerly winds shift to north/northeasterly at 0700 
UTC, and shift back to westerly at 1800 UTC.  The winds from Run 2 are also persistent 
westerly in the lowest 0.25 km, but the depth and the intensity of the westerly flow is weaker in 
Run 2 than Run 1 from 0700 UTC to 1800 UTC.  This indicates the positive impact of FDDA 
because the observations show weaker winds than what were simulated in Run 1.  It is 
interesting that at this site, FDDA of the observed winds not only improved the simulated winds, 
but also improved the simulated virtual temperature, except near the surface during the night. 
 
At the Bakersfield wind profiler site (Figure 4-7), the simulated winds from Run 1 show a 
significant difference at lower levels (below 0.5 km) than the observed from 0400 UTC to 1800 
UTC.  The simulated winds are southerly and much stronger than observed.  The simulated 
winds from Run 2 are in much better agreement with the observations than Run 1 due to the 
positive impact of FDDA.  The simulated temperature from Run 1 is slightly cooler than the 
observed, while the temperature from Run 2 is warmer than Run 1, especially during the 
nighttime hours, due to the impact of FDDA of the observed winds.
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Figure 4-5.  Time-height cross-sections of virtual temperature (°C) and winds at the Richmond 
profiler site on JD 213. Top panel shows the observations, middle panel Run 1, and bottom 
panel Run 2.  
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Figure 4-6.  Time-height cross-sections of virtual temperature (°C) and winds at the 
Sacramento profiler site on JD 213.  Top panel shows the observations, middle panel Run 1, 
and bottom panel Run 2. 
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Figure 4-7.  Time-height cross-sections of virtual temperature (°C) and winds at the Bakersfield 
profiler site on JD 213.  Top panel shows the observations, middle panel Run 1, and bottom 
panel Run 2. 
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Figures 4-8 through 4-11 show the areal average, time series plots of the direction and speed of 
the observed surface winds as well as the observed surface temperature and dew-point 
temperature, along with the simulated counterparts from Run 1 and Run 2.  The areal average 
was performed over the San Francisco Bay Area (area 3), and the northern (area 5), the central 
(area 6) and the southern (area 7) San Joaquin Valley (see Figure 4-4 for the definition of the 
analysis zones).  The mean and absolute biases are given for each area along with the standard 
deviation.  In the wind comparison, we compare wind speed as well as wind direction because 
the latter is perhaps the most important meteorological parameter for air quality prediction, as it 
determines the trajectory of pollutant plumes emanating from urban areas or point sources. 
 
The mean and absolute biases vary from one area to another.  In the San Francisco Bay area 
(Figure 4-8), the winds from Run 1 show a similar diurnal cycle as was observed, but with 
significant discrepancies in wind speed and direction, in particular during the last 3 days of the 
simulation period.  FDDA of the observed winds not only improved both wind speed and 
direction, but also had an overall positive impact on the surface temperature and dew-point 
temperature.  In the three areas of the San Joaquin Valley (areas 5, 6 and 7), the errors in the 
winds from Run 1 (Figures 4-9 through 4-11) are greater than those in the San Francisco Bay 
Area, and it is expected that FDDA would have more impact in these three areas than the San 
Francisco Bay Area.  Indeed, FDDA significantly improved the wind speed and direction as 
indicated by the time-series comparison and the numbers of the mean and absolute biases 
corresponding to Run 1 and Run 2.  However, although FDDA improved the simulated surface 
temperature and dew-point temperature from Run 2 in area 5, the mean and absolute biases 
indicate that it made the simulation of the surface temperature and dewpoint temperature slightly 
worse in both areas 6 and 7 than Run 1. 
 
From comparisons of the results of Run 1 and Run 2 with the observations, it is clear that the 
FDDA of the observed winds has a significant, overall positive impact on the simulation of both 
wind and temperature.  To shed light on the impact that the LSM has on the accuracy of the 
model simulation relative to FDDA, Run1 and Run 3 are compared to the observations.  Figures 
4-12 through 4-15 show the same areal comparison as the previous four figures, except for the 
comparisons of Run 1 and Run 3 with the observations.  By examining the mean and absolute 
biases of Run 1 and Run 3 with the observations, it is obvious that although the use of the LSM 
generally improved the surface temperature and moisture, it increased the biases in both the wind 
speed and wind direction. This result is important because it indicates that the simple 5-layer soil 
model was not sufficient to accurately simulate the surface temperature and moisture.  Although 
the use of the more realistic LSM significantly improved the surface temperature and moisture, 
the wind simulation was somewhat degraded by using the LSM in terms of the mean and 
absolute biases.  Therefore, in order to improve the wind simulation when using the LSM, FDDA 
of the observed winds was required.   
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Figure 4-8.  Time series of the Area 3 (San Francisco Bay area) average surface meteorology 
that are arranged from the top panel down: 10-m wind speed (ms-1); 10-m wind direction; 2-m 
temperature (°C); and 2 m dewpoint temperature (°C).  Black line is the observed average, red 
line is the Run1 average and the blue line is the Run 2 average. 
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Figure 4-9.  Time series of the Area 5 (the northern San Joaquin Valley) average surface 
meteorology that are arranged from the top panel down: 10-m wind speed (ms-1); 10-m wind 
direction; 2-m temperature (°C); and 2 m dewpoint temperature (°C).  Black line is the observed 
average, red line is the Run1 average and the blue line is the Run 2 average. 



January 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_4.doc 4-33 

 
Figure 4-10.  Time series of the Area 6 (the central San Joaquin Valley) average surface 
meteorology that are arranged from the top panel down: 10-m wind speed (ms-1); 10-m wind 
direction; 2-m temperature (°C); and 2 m dewpoint temperature (°C).  Black line is the observed 
average, red line is the Run1 average and the blue line is the Run 2 average.  
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Figure 4-11.  Time series of the Area 7 (the southern San Joaquin Valley) average surface 
meteorology that are arranged from the top panel down: 10-m wind speed (ms-1); 10-m wind 
direction; 2-m temperature (°C); and 2 m dewpoint temperature (°C).  Black line is the observed 
average, red line is the Run1 average and the blue line is the Run 2 average. 
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Figure 4-12.  Time series of the Area 3 (the San Francisco Bay Area) average surface 
meteorology that are arranged from the top panel down: 10-m wind speed (ms-1); 10-m wind 
direction; 2-m temperature (°C); and 2 m dewpoint temperature (°C).  Black line is the observed 
average, red line is the Run1 average and the blue line is the Run 3 average.  
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Figure 4-13.  Time series of the Area 5 (the northern San Joaquin Valley) average surface 
meteorology that are arranged from the top panel down: 10-m wind speed (ms-1); 10-m wind 
direction; 2-m temperature (°C); and 2 m dewpoint temperature (°C).  Black line is the observed 
average, red line is the Run1 average and the blue line is the Run 3 average.  
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Figure 4-14.  Time series of the Area 6 (the central San Joaquin Valley) average surface 
meteorology that are arranged from the top panel down: 10-m wind speed (ms-1); 10-m wind 
direction; 2-m temperature (°C); and 2 m dewpoint temperature (°C).  Black line is the observed 
average, red line is the Run1 average and the blue line is the Run 3 average.  
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Figure 4-15.  Time series of the Area 7 (the southern San Joaquin Valley) average surface 
meteorology that are arranged from the top panel down: 10-m wind speed (ms-1); 10-m wind 
direction; 2-m temperature (°C); and 2 m dewpoint temperature (°C).  Black line is the observed 
average, red line is the Run1 average and the blue line is the Run 3 average. 
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Finally, in Figure 4-16 we show the observed and simulated boundary layer depths, averaged 
over the central portion of the Central Valley, including Sacramento.  Both Run 1 and Run 2 
agree quite well with the observed ABL depths, when averaged over the entire IOP.  On 31 July 
(JD213), the second full day shown in the figure, both model simulations also agree very well 
with the observations.  In most other regions of the analysis domain good agreement was found 
between the observations and model.  An exception was for profiler sites immediately inland 
of the San Francisco Bay Area (Livermore and San Martin sites) where the model frequently 
produces boundary layer depths that are too low. 
 
 
Quantitative MM5 Performance Evaluation 
 
ENVIRON carried out a quantitative/statistical performance evaluation of the three MM5 
simulations described above.  The METSTAT software was utilized to develop daily statistical 
performance measures for winds, temperature, and humidity.  ENVIRON’s filtered CCOS 
meteorological dataset was used to develop the statistics, as described earlier in this section 
(NWS and AIRS sites only, 10-m winds and 2-m temperature/humidity).  These statistics were 
compared against meteorological performance “benchmarks” as also described earlier in this 
section.   Four areas were analyzed: the SFBA, Sacramento, the Central San Joaquin Valley 
(including Merced to Visalia, see Figure 4-4), and the southern San Joaquin Valley. 
 
To provide a simpler means of displaying performance against the benchmarks for each 
parameter and for each day, we employed a particular type of plotting approach (referred to as 
“soccer goal” plots) that displays the statistical performance of a particular meteorological 
parameter as a point in a two-dimensional space (e.g., absolute error vs. bias).  Furthermore, the 
“goal” aspect of the plots is denoted by a rectangular region in each error space that denotes 
performance within the benchmarks; we aim to achieve performance in which the bias/error 
points fall within the benchmark space. 
 
As discussed above, MM5 performance for winds in the SFBA was quite good for all three runs.  
Figure 4-17a shows the “soccer goal” plots for this area.  While the RMSE for wind speed is 
within the benchmarks, the wind direction error is slightly larger than we wish to see (30-60 
degrees).  The relatively high directional error is most likely due to the more complex terrain in 
this application than seen in many past modeling studies from which the benchmarks were 
developed.  The best performing simulation for winds was Run 2 (Eta PBL, NOAH LSM, 
FDDA), likely due to nudging to local wind observations.  Both Run 1 and Run 3 were similar in 
terms of wind performance.  Figures 4-17b and c show performance for SFBA temperature and 
humidity, respectively.  In this case, Run 3 out performs the other two runs for temperature with 
acceptable bias but slightly high gross error.  Run 2 is the worst temperature performer with 
large positive bias and error.  Humidity performance was rather good for all runs, but again Run 
3 tended to perform best. 
 
In Sacramento, all MM5 simulations result in similar wind performance (Figures 4-18a);  Run 2 
shows the most consistent and best wind performance on a day-to-day basis.  Temperature 
performance is not acceptable for any of the runs, but again Run 2 with FDDA indicates the least 
amount of under prediction bias (Figure 4-18b).  In terms of humidity, the NOAH LSM runs 
(Runs 1 and 2) are clearly the best performers, with the 5-layer model showing very 
unacceptable levels of over prediction bias (Figure 4-18c). 
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Figure 4-16.  The observed and simulated boundary layer depths from Run1 and Run2, 
averaged over the central portion of the Central Valley. 
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Figure 4-17.  MM5 performance for (a) winds, (b) temperature, and (c) humidity in the SFBA 
analysis region, for Run 1 (yellow triangles), Run 2 (blue stars), and Run 3 (red squares). 
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Figure 4-18.  MM5 performance for (a) winds, (b) temperature, and (c) humidity in the 
Sacramento analysis region, for Run 1 (yellow triangles), Run 2 (blue stars), and Run 3 (red 
squares). 
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In the central and southern SJV, results are nearly identical to Sacramento for all three 
meteorological parameters (Figures 4-19a-c and 4-20a-c).  The only exception is that humidity 
performance in the central SJV is unacceptable for all three runs, with Run 3 (5-layer soil model) 
showing over predictions and Runs 1 and 2 (NOAH LSM) showing under predictions. 
 
 
Summary from CCOS 2000 MM5 Applications 
 
A case study was carried out in which the output from various MM5 simulations was compared 
with the wind profiler/RASS and surface observations of wind, temperature, and humidity.  The 
meteorological model was run on a 36-12-4 km one-way nested model domain of 50 vertical 
levels, with the 4 km domain encompassing the CCOS 2000 field study area.  Among various 
MM5 simulations with different combinations of surface and boundary layer parameterizations, 
we found that overall the most accurate simulation was produced when using the Eta planetary 
boundary layer, the NOAH land surface model (LSM), and FDDA. 
 
The direct meteorological comparison between the model simulation and the observations from 
the CCOS 2000 field experiment indicates that the errors in the simulated low-level winds and 
surface temperature varied from one area to another, although the model simulated large-scale 
pattern was in fairly good agreement with the analysis.  In terms of time series, the simulated 
low-level winds were generally in better agreement with the observations in SFBA than in the 
central valley areas.  The opposite was generally true for temperature, where the time traces 
followed observations better in the central valley areas.  However, according to daily-average 
bias and error statistics, performance was superior in the SFBA for all three meteorological 
parameters – consistent performance issues were noted for winds, temperature, and humidity 
throughout the central valley.  The use of the NOAH LSM led to more accurate simulations of 
surface temperature and moisture in the central valley areas.  FDDA of the observed winds 
significantly improved the simulated wind field, and reduced the cold bias in the simulated 
temperature field.  Overall, Run 2 (with NOAH LSM and FDDA) was the best performer for all 
parameters and in all areas.  Good agreement was found between the area average observed and 
simulated ABL heights except for the area immediately inland such as the San Francisco Bay 
Area. 
 
 
MM5 Simulations of the July 1999 Period 
 
MM5 meteorological modeling of the July 9-12, 1999 ozone episode was conducted by the 
CARB and the BAAQMD.  The CARB’s modeling was based on their “typical” model 
configuration that they have employed for several past modeling exercises throughout California.  
All CARB and BAAQMD simulations were developed on the same CCOS modeling grid 
horizontally, however for this episode, less vertical resolution was employed (~30 layers for the 
July 1999 episode vs. ~50 for the CCOS July/August 2000 episode). 
 
The CARB’s model configuration utilized the MRF planetary boundary layer scheme in 
combination with the 5-layer soil model and FDDA observational nudging towards the 
NWS/CIMIS/RAWS/AIRS meteorological database that CARB compiled in early 2003.  Note 
that the CARB utilized this dataset in the MM5 FDDA scheme before the BAAQMD screened 
and improved the raw data as described in Section 2.  Therefore, this simulation does include a 
number of questionable observations and mis-located site coordinates.
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Figure 4-19.  MM5 performance for (a) winds, (b) temperature, and (c) humidity in the central 
SJV analysis region, for Run 1 (yellow triangles), Run 2 (blue stars), and Run 3 (red squares). 
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Figure 4-20.  MM5 performance for (a) winds, (b) temperature, and (c) humidity in the southern 
SJV analysis region, for Run 1 (yellow triangles), Run 2 (blue stars), and Run 3 (red squares). 
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The BAAQMD undertook two initial sensitivity runs with MM5 using the CARB configuration.  
First, the model was run with no FDDA whatsoever to provide a gauge for assessing the impact 
of observational FDDA in the CARB simulation.  Second, the BAAQMD performed the same 
observation-nudging simulation as the CARB, but provided the model with their screened/ 
improved meteorological dataset.  Third, grid/analysis nudging FDDA was employed (replacing 
the observational FDDA approach), in which MM5 was supplied 4-km analysis fields from the 
NCEP/NCAR’s routine Eta Data Assimilation System (EDAS) products.  Analysis nudging 
provides three-dimensional data assimilation over the entire modeling grid, but BAAQMD 
elected to nudge only above 700 mb (~3000 m) in order to ensure that the synoptic scale forcings 
were properly represented.  The basis for this approach assumes that properly capturing large-
scale weather patterns aloft will lead to appropriate boundary layer and mesoscale circulations in 
the model, which are so important for resolving chemistry, mixing, and transport in the complex 
terrain of the CCOS grid. 
 
The MM5 results from all three simulations were processed through the METSTAT program for 
subsequent quantitative performance evaluation.  As in the analyses of the CCOS 2000 MM5 
evaluation, the model results were compared to a reduced observational dataset comprising of 
just NWS and AIRS sites to ensure 10-m winds and 2-m temperatures.  Performance statistics 
and site-averaged time series were calculated for four regions: the SFBA, Sacramento, central 
SJV, and southern SJV (see Figure 4-4).  Since the CARB-compiled meteorological dataset did 
not include any humidity measures, performance for this parameter was omitted from the 
analysis. 
 
Figure 4-21 provides site-averaged time series of winds and temperatures for the SFBA region.  
Wind speeds were generally under predicted over the simulation period, particularly for the key 
days of interest (July 11 and 12).  Little difference is noted among most simulations, except for 
the analysis FDDA run, which generally performed quite well for wind speed.  However, the 
opposite is true for wind direction, with the analysis FDDA run performing much worse over the 
key days than the other simulations.   Observational nudging appears to help the directional 
alignment in the SFBA (an expected result) – the under prediction of speed, however, is likely 
due to nudging toward many sites with probe heights much lower than 10 m, and gauging results 
against speeds from probes at 10 m.  Time series of temperature shows that the model performed 
well in replicating the diurnal wave in most simulations, except possibly the analysis FDDA run, 
which shows the strongest deviations from the other runs and overall worst performance. 
 
Soccer goal plots of daily performance for winds and temperature are provided in Figure 4-22.  
The original CARB run is the best overall performer for winds.  The analysis FDDA run shows 
the most directional error of the four.  Temperature performance is consistent among the runs, 
except again the analysis FDDA run varies widely over the period.  None show acceptable 
performance. 
 
Site-averaged time series for Sacramento (Figure 4-23) show the classic problem with the 
MM5’s MRF scheme; the diurnal phase lag of wind speed.  Besides generally under predicting 
speed, the timing of daily maxima and minima are shifted by 6-8 hours.  Most runs lead to 
consistent results, except for the analysis FDDA run, which leads to an over prediction in wind 
speeds (note the phase shift is not affected).  Significant differences among the runs are seen in 
the wind direction performance.  None of the runs seem to adequately capture the mean 
directional trend, possibly because the observations are light and variable and all meteorological 
models have difficultly replicating conditions under weakly forced patterns.  For temperature, all 
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Figure 4-21.  Site-averaged time series of wind speed, direction, and temperature for the SFBA 
over the July 9-12, 1999 modeling period.  Observations are shown in bold black, and various 
MM5 simulations are shown as thinner colored traces. 
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Figure 4-22.  MM5 performance for (a) winds and (b) temperature in the SFBA analysis region.  
Circled points indicate performance specifically on July 11 and 12. 
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Figure 4-23.  Site-averaged time series of wind speed, direction, and temperature for the 
Sacramento area over the July 9-12, 1999 modeling period.  Observations are shown in bold 
black, and various MM5 simulations are shown as thinner colored traces. 
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simulations under predicted the peak temperatures every afternoon, but perform acceptably at 
other times. 
 
Daily performance for winds (Figure 4-24) again indicate that the original CARB simulation is 
best overall, although none are acceptable relative to the benchmarks.  The analysis FDDA run is 
particularly poor.  The same is true for temperature, and the under prediction bias is clearly 
obvious. 
 
Performance for the central and southern SJV (Figures 4-25 through 4-28) show all of the same 
characteristics as Sacramento, including: (1) the wind speed phase lag and over predictions for 
the analysis FDDA run; (2) wide variation in wind direction among the runs on July 11 and 12, 
with none replicating the mean observations particularly well; (3) under predicted daytime 
temperatures in all runs, with particularly bad performance in the southern SJV; (4) the best daily 
statistical wind performance for the original CARB run and the worst for the BAAQMD analysis 
FDDA run; and (5) dramatic and unacceptable daily under prediction performance for 
temperature in all runs. 
 
The BAAQMD noted that use of the Eta PBL scheme in the CCOS 2000 simulations did not lead 
to the wind speed phase lag problems evident in the MRF results described above.  Furthermore, 
it was noted that the MRF generates overly deep boundary layer depths, which were not the case 
using the Eta PBL.  Finally, it was realized that the poor temperature performance in the central 
valley could be improved with the use of a land surface model (LSM), as evidenced from 
previous BAAQMD simulations for July/August 2000.  The BAAQMD carried out two 
additional MM5 runs in which they replaced the MRF with the Eta PBL scheme, and replaced 
the 5-layer soil model with the NOAH LSM.  Both runs were otherwise configured similarly to 
the BAAQMD’s non-FDDA run presented above.  Results were only available from the Eta case 
in time for this report. 
 
Figure 4-29 shows the region-average wind speed and temperature time series for the central SJV 
(one of the areas indicating a strong phase lag) for the Eta PBL case.  A strong improvement in 
the wind speed performance is clearly evident relative to the original non-FDDA case.  However, 
wind direction and temperature are not significantly impacted; usually these are more responsive 
to observational FDDA and the use of an LSM, respectively.  Soccer-goal plots comparing these 
two cases (Figure 4-30) show a remarkable improvement in daily wind speed error, but no 
improvement in direction and an actually worsening of daily temperature performance. 
 
 
Summary from July 1999 MM5 Applications 
 
The CARB and BAAQMD conducted MM5 modeling of the July 9-12, 1999 period using a 
consistent model configuration based on applications conducted by the CARB in the past.  This 
included the use of the MRF PBL scheme, the 5-layer soil model, and various incarnations of 
FDDA.  Horizontally, MM5 was applied on the CCOS modeling domain, but only ~30 vertical 
layers were specified in the July 1999 simulations.  The CARB simulation included 
observational FDDA to the original unscreened meteorological dataset that they compiled in 
early 2003.  The BAAQMD applications tested the model with no FDDA whatsoever, analysis 
nudging toward EDAS, observational nudging toward the screened/improved observation 
dataset, and runs testing the impacts from using the Eta PBL scheme and the NOAH LSM. 
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Figure 4-24.  MM5 performance for (a) winds and (b) temperature in the Sacramento analysis 
region. 
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Figure 4-25.  Site-averaged time series of wind speed, direction, and temperature for the 
central SJV area over the July 9-12, 1999 modeling period.  Observations are shown in bold 
black, and various MM5 simulations are shown as thinner colored traces. 
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Figure 4-26.  MM5 performance for (a) winds and (b) temperature in the central SJV analysis 
region. 
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Figure 4-27.  Site-averaged time series of wind speed, direction, and temperature for the 
southern SJV area over the July 9-12, 1999 modeling period.  Observations are shown in bold 
black, and various MM5 simulations are shown as thinner colored traces. 
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Figure 4-28.  MM5 performance for (a) winds and (b) temperature in the southern SJV analysis 
region. 
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Figure 4-29.  Site-averaged time series of wind speed, direction, and temperature for the 
central SJV area over the July 9-12, 1999 modeling period.  Observations are shown in bold 
black, the MM5 Eta PBL run is shown in red, and the MM5 MRF PBL run is shown in yellow. 
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Figure 4-30.  MM5 performance for (a) winds and (b) temperature in the central SJV analysis 
region for the BAAQMD MM5 Eta and MM5 MRF simulations. 
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Graphical and statistical results show that the original CARB run consistently performed better 
than any BAAQMD FDDA sensitivity test.  Analysis nudging improves wind speed performance 
in the SFBA, but it is clearly the worst run in all other respects.  The MRF “phase-lag” problem 
was clearly evident for areas in the central valley.  Wind direction performance especially was 
unacceptable on July 11-12 in the central valley.  The SFBA was too warm and the central valley 
(particularly the southern SJV) was too cool in all runs.  Humidity was not evaluated due to lack 
of data, but the cool bias in the central valley was likely associated with a positive moisture bias 
as seen in the CCOS 2000 modeling results. 
 
BAAQMD tests using the Eta PBL fixed the phase-lag problem associated with the MRF PBL 
scheme.  However, no significant impacts were seen for direction, and a slight degradation of 
temperature performance was seen in the central valley.  Results from tests using the NOAH 
LSM were not available in time for this report. 
 
The “best” MM5 simulations for this episode are only moderately acceptable relative to 
performance benchmarks established from a vast array of meteorological modeling conducted 
across the country.  This may be as much related to the complex terrain and high model 
resolution over such a vast area as to the quality of the data used in the performance evaluation.  
As will be discussed in Section 7, the best MM5 simulation does not always lead to the best 
CAMx performance.  Remaining issues include: 
 

• Proper temperature performance leads to overly high SFBA winds, and vice-versa; 
• There may be a need for more terrain-induced “drag” on the winds, including proper 

resolution of terrain elevation in the modeling grid, valley channeling, and effects of 
unresolved terrain features that add to surface roughness; 

• The default MM5 surface roughness values as a function of land cover category are now 
known to be too low; tests in other studies outside of California have shown improved 
results when higher values for roughness are employed. 
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5.  EMISSIONS MODELING 
 
 
Effective air quality modeling requires the development of accurate temporally, spatially, and 
chemically resolved emission estimates suitable for input to the photochemical model.  
Emissions are broadly categorized into major stationary (or point) sources, area and non-road 
sources (referred to herein collectively as area sources), on-road mobile sources, and biogenics.  
In addition, there are many subcategories that comprise the point and area sources.  In the 
following sections, we describe the emission models that were used in this study.  We also 
describe the source of emissions data and how they were used to develop base case emissions 
estimates for the Bay Area July/August 2000 and July 1999 modeling episodes. 
 
 
EMISSION MODELS 
 
EMS-95 
 
In order to remain compatible with emissions preparation activities at the CARB for the Central 
California Ozone Study (CCOS), we used the 1995 Emissions Modeling System, or EMS-95 
(Dickson and Oliver, 1991; Dickson et al., 1992; Bruckman and Oliver, 1993; Wilkinson et al., 
1994; Janssen, 1998).  Specifically, the CARB provided a copy of their version of EMS-95 for 
use in the current study.  This ensured that the District’s emissions estimates were compatible 
with those prepared for use in other CCOS-related studies as well as other on-going CARB-
related studies.  EMS-95 was used to prepare the spatially, temporally, and chemically resolved 
emissions estimates of total organic gases (TOG), oxides of nitrogen (NOX), and carbon 
monoxide (CO) for the point and area sources.  EMS-95 was used to prepare model-ready 
emissions estimates for CB-IV and SAPRC99 speciation for both the July 1999 and July/August 
2000 episodes. 
 
CARB (2004a) describes the methods used to prepare stationary and area source emissions 
estimates for use in CCOS, including the methods to prepare certain day-specific emissions 
estimates for the July/August 2000 episode.  Note that day-specific point and area emission 
estimates were not included in the July 1999 episode due to the lack of data; however, as with 
the July/August 2000 episode, day-specific emissions were estimated for the biogenics and on-
road mobile sources using methods described by Wilkinson (2004) and CARB (2004a, 2004d, 
2004e). 
 
Although EMS-95 is capable of preparing biogenics and on-road mobile source emissions 
estimates, the CARB used separate modeling systems to prepare these estimates.  These are 
summarized below. 
 
 
BEIGIS 
 
For biogenics, the CARB used the Biogenic Emission Inventory Geographic Information 
System, or BEIGIS (CARB, 2001; CARB, 2004d) to estimate isoprene, methyl-butenol (MBO), 
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and monoterpene emissions from the vegetation distribution over the CCOS modeling grid.  
Biogenic oxygenated and other volatile organic compounds (OVOCs) were estimated as thirty 
percent of the total isoprene, MBO, and monoterpenes (CARB, 2004d).  Biogenic nitric oxide 
(BNO) was estimated using the Biogenic Model for Emissions (BIOME) (Wilkinson et al., 1994; 
Janssen, 1998), which is based on the Biogenic Emissions Inventory System version three 
(BEIS3) (Pierce, 2001) and the Biogenic Emissions Landuse Database version three (BELD3) 
(Pierce et al., 1998).  CARB (2004b) describes the meteorology used to estimate the biogenic 
emissions.  EMS-95 was used to chemically speciate the biogenic emissions estimates. 
 
 
ITN, DTIM, and EMFAC 
 
For on-road mobile sources, the CARB used the Integrated Transportation Network (ITN) 
(Wilkinson, 2004) coupled with the Direct Travel Impact Model (DTIM) (Fieber and Ireson, 
2001) and the mobile source emissions factor model (EMFAC) (CARB, 2003) to estimate 
gridded, hourly emissions.  Wilkinson (2004) describes how these systems and data were 
combined to estimate on-road mobile source emissions of CO, TOG, and NOX (more 
information is provided below).  Wilkinson (2004) also describes the meteorology that was used 
to estimate on-road mobile source emissions.  Again, EMS-95 was used to chemically speciate 
the on-road mobile source emissions estimates. 
 
 
EMISSIONS ESTIMATES FROM CARB FOR THE CCOS PERIOD 
 
The CARB provided base emissions estimates for the entire CCOS domain (Figure 4-1) from the 
California Emissions Forecasting System (CEFS) (CARB, 2004f).  The major stationary (point) 
source inventory for the study domain contained actual stack coordinates and included year 2000 
and 1999 ozone season day estimates of TOG, NOX, and CO for each process contained within 
the inventoried facilities.  The inventory included the required elements in the format described 
in Appendix A (Section A-1) of the Bay Area Modeling Protocol (ENVIRON et al., 2002).  The 
area source inventory included year 2000 and 1999, county-wide ozone season day estimates of 
TOG, NOX, and CO for each area source category.  The inventory included the required elements 
in the format described in Appendix A (Section A-2) of the Modeling Protocol.  EMS-95 was 
used to process the major stationary source and area source inventories into gridded, speciated, 
hourly emissions estimates suitable for input to CAMx.  The CEFS emissions database also 
contained day-specific emissions estimates for certain stationary and area sources during the 
July/August 2000 episode, as described in CARB (2004a).  Although CEFS contains data for an 
ozone season day for each of the respective ozone season months, the episodes that were 
modeled span both weekend days and weekdays.  Hence, EMS-95 was used to adjust the typical 
ozone season day emissions estimates to account for weekend day and weekday activity using 
data that are contained within EMS-95 and were prepared by CARB. 
 
The CARB provided gridded, hourly biogenic emissions of isoprene, monoterpenes, MBO, and 
OVOCs for the CCOS domain for each day of the episodes.  However, the project team prepared 
estimates of BNO for each day of the two episodes.  The inventory included the required 
information as described in Appendix A (Section A-3) of the Modeling Protocol.  
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Finally, the CARB provided gridded, hourly on-road mobile source emissions of TOG, CO, and 
NOX for the CCOS domain for each day of the two episodes.  The inventory included the 
required information as described in Appendix A (Section A-4) of the Modeling Protocol. 
 
More specific information on estimation techniques and ancillary emission estimates to improve 
the overall inventory are provided below. 
 
 
On-Road Emissions 
 
The base case CCOS on-road mobile source inventory was constructed using data from the ITN, 
DTIM, and EMFAC.  The ITN is a combination of twenty-three individual networks from seven 
transportation planning agencies and CalTrans (Wilkinson, 2004).  For counties that are not 
represented by a local transportation agency, the CalTrans statewide transportation network was 
used.  However, unlike other transportation planning agencies, the CalTrans developed estimates 
of network travel only for personal travel and not commercial travel.  Therefore, estimates of 
commercial travel for the CalTrans network were developed.  Because the individual networks 
had VMT and trip end data from base years spanning 1995 through 2000, the VMT and trip ends 
were grown to a common base year – in this case, 2000.  Researchers at the University of 
California at Davis allocated the link-based VMT, which was originally given for one or more 
time periods (i.e., AM peak, PM peak, midday peak, off peak, or daily), to twenty-four hourly 
bins (Lam et al., 2002).  Intrazonal VMT and trip ends, in some cases by trip type, were allocated 
to twenty-four hourly bins (Wilkinson, 2004).   
 
Emission factors from EMFAC v.2.20 were used by DTIM4 to estimate gridded, hourly on-road 
mobile source emissions estimates for the CCOS domain for the July 1999 and July/August 2000 
episodes (Wilkinson, 2004) using meteorology developed by CARB (2004b).  Wilkinson (2004) 
also describes how weekend emissions were estimated using weekday emissions as well as 
changes to account for NOX emissions from heavy-duty diesel vehicles.  Finally, county-wide 
emissions estimates prepared using EMFAC2002 v.2.20 were spatially and temporally 
distributed per the gridded, hourly emissions estimated using DTIM4 (Wilkinson, 2004).  The 
reasons for this circuitous path to estimate on-road mobile source emissions are described in 
Wilkinson (2004), CARB (2004a), and CARB (2004c).     
 
 
Marine Shipping Emissions 
 
NOX and VOC emissions estimates from oceangoing vessels are substantially underestimated in 
existing emissions inventories (Corbett et al., 1999; Corbett and Fischbeck, 1997).  In order to 
correct this suspected deficiency, the project team estimated day-specific NOX and VOC 
emissions for oceangoing and San Francisco Bay commercial marine traffic.   
 
Shipping emissions originally in the CCOS inventory were prepared at the BAAQMD by Dinh 
(2002).  Emission values were calculated as a function of month and year, based on 1999 ship 
traffic type data from the San Francisco Maritime Exchange (SFME) (Dinh, 2002). 
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Dinh (2002) used the following method to estimate ship emissions: 
 

• It was assumed that 90% of SFBA ship traffic was motorship (a category that includes 
ships categorized by the SFME as “vehicle carriers” and “others”), while the other 10% 
was steamship.  Motorships are propelled by internal combustion engines, while 
steamships are propelled by boiler-produced steam. 

• Emissions during each the following ship “modes” of operation were estimated: 
o maneuvering within the SFBA,  
o berthing (or hotelling) when ships are stationary,  
o cruising (or in-transit) during inter-port movement within the SFBA and outside 

the Golden Gate, and  
o in-port berthing-change.   

• Tugboat emissions were considered separately, while American and foreign vessels 
were also treated in different ways. 

• Ship types were allocated to the different SFBA ports, with county fractional emission 
factors based on port activity, e.g., type of activities and number of ships. 

• Ship emission projections to the year 2030 were estimated to increase at 2% per year. 
• Month factors were based on activity patterns, but day to day variations were not 

estimated. 
• Emission rates for six specific pollutants were based on usage of an assumed fuel type. 

 
 
Methods to Estimate Daily Shipping Emissions 
 
Whereas Dinh (2002) estimated monthly ship emission values, the current study has developed 
an estimate of the day to day variations in SFBA ship emissions during the July-August 2000 
modeling period.  This was accomplished by use of additional ship movement data from the 
SFME. 
 
Two types of daily ship movement data for the period of July-August 2000 were obtained from 
the SFME: non-tug and tug.  Data used in the subsequent non-tug calculations included vessel 
name, activity date, and port movements, while the tug calculations included the number of tugs 
used.  The number of non-tug ships in the SFBA during the thirteen day period from 24 July to 5 
August 2000 was tabulated, as was the number of days that each ship remained in the area.  The 
number of tugs in the SFBA during 22 July to 4 August 2000 was also tabulated. 
 
Results showed that the number of non-tug ships varied from 13 to 24, almost a factor of two.  
Deviations from the average of almost 19 non-tug ships per day thus ranged from +37% to -32%, 
for a total variation of 69% around the mean.  Results also showed that the number of tugs varied 
from 21 to 53, more than a factor of two.  Deviations from the average of almost 37 tugs per day 
thus ranged from +43% to -43%, for a total variation of 86% around the mean.  These daily 
factors from the mean were applied to the monthly July-August 2000 CCOS shipping inventory 
to adjust for day-specific marine shipping emission estimates.  The same method was applied to 
the July 1999 episode to obtain day-specific shipping emissions estimates.  Further, the results 
from the July 1999 episode were similar to those of the July-August 2000 episode. 
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While the number of non-tug ships in the SFBA on a given day appears small, a random check of 
ship traffic listed in the SF Chronicle on a recent day shows only six ships arriving and 10 
leaving.  Even if the ship list provided by the SFME did not include all ship types (e.g., no small 
pleasure crafts), the daily patterns calculated herein are an accurate estimate of day to day 
variations in total SFBA ship emissions. 
 
 
Wildfire Emissions 
 
The July/August 2000 CCOS episode was characterized by a heavy contribution from forest fire 
smoke, particularly from fires in the southern Sierra Nevada.  The smoke plumes from this and 
other large regional fires in Oregon and Nevada were detected aloft on several days by multiple 
aircraft and ozonesonde samples taken throughout central California.  Therefore, day-specific 
wildfire emissions were estimated for the July-August 2000 episode by the CARB.  Discussions 
on the wildfire emissions for this episode are contained in CARB (2004c).  This issue has 
affected every major area in California conducting air quality modeling for this CCOS episode, 
and arguments have been made concerning the representativeness of fire-dominated episodes for 
use in 1-hour ozone SIPs in California. 
 
The July 1999 episode was not nearly affected by forest fire smoke, as fire activity levels were 
more representative of a “typical” ozone day (i.e., no single fire impacted ozone air quality in 
any California ozone nonattainment areas).  Therefore, the emission inventory for July 1999 
contained standard season day fire estimates. 
 
 
Refinery Emissions 
 
Based on investigative work performed by the BAAQMD, refinery emissions were increased, 
specifically from flaring operations, by a factor of one hundred from recent BAAQMD and 
CARB emissions inventories (from 0.1 tons per day [tpd] NOX to 13 tpd NOX).  There is 
evidence to suggest that other refinery-related emissions were also underestimated (e.g. upset 
events, pressure relief valves, etc.), which might affect TOG emissions as well.  In an effort to 
better characterize emissions from refinery operations, the BAAQMD undertook an effort to 
develop day-specific emissions estimates for refinery operations within the District’s 
jurisdiction.  These day-specific emissions estimates were used in lieu of the previous standard 
BAAQMD/CARB estimates for the July/August 2000 base case air quality modeling.  No such 
effort was performed for the July 1999 episode. 
 
 
Nevada Emissions 
 
In order to be consistent with current CARB work, no effort was expended to estimate emissions 
for that portion of Nevada contained with the CCOS modeling domain. 
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Other Emissions Data 
 
Other emissions-related data were required in order to prepare CAMx model-ready emissions 
estimates.  These data included the following: 
 

• Area source spatial surrogates; 
• Cross references between area source categories and their spatial surrogates; 
• Chemical mechanism-specific hydrocarbon speciation profiles; and 
• Cross references between source categories and their hydrocarbon speciation profiles. 

 
The area source spatial surrogates were used to spatially allocate the county-wide area source 
emissions estimates to individual grid cells.  The CARB developed four kilometer grid cell area 
source spatial surrogates based on census and other data that are representative of conditions 
prior to 2000 (CARB, 2004a).  Using EMS-95, the project team used the surrogates to spatially 
allocate the county-wide area source emissions estimates.  The CARB supplied these data per the 
file format described in Appendix A (Section A-7) of the Modeling Protocol. 
 
The area source spatial surrogates cross reference data maps each area source category to a 
specific spatial surrogate.  The CARB supplied these data per the file format described in 
Appendix A (Section A-8) of the Modeling Protocol. 
 
The chemical mechanism-specific hydrocarbon speciation profiles are used to split the TOG 
emissions estimates into the individual VOC components that are modeled within the chemistry 
processes of CAMx.  The CARB provided hydrocarbon speciation profiles for both the CB-IV 
and SPARC99 chemical mechanisms per the file format described in Appendix A (Section A-10) 
of the Modeling Protocol. 
 
The hydrocarbon speciation profile cross reference data maps an area source category or source 
classification code (SCC) to a chemical mechanism-specific VOC speciation profile.  The CARB 
provided this cross reference per the file format described in Appendix A (Section A-11) of the 
Modeling Protocol. 
 
In an effort to understand the impacts of alternative speciation profiles on the CARB-based 
emissions, the project sponsors requested that the study team use the EPA-based CB-IV 
speciation profiles to determine what changes would occur to the reactive component of the 
inventory.  The project team obtained the EPA-based speciation profiles and manually assigned 
the EPA profiles to the CARB emissions source categories.  The resulting CB-IV emissions 
estimates are compared herein. 
 
 
FUTURE YEAR EMISSIONS ESTIMATES 
 
Though efforts were begun to estimate future year emissions, these efforts have not yet been 
completed as of this version of the BAAQMD Photochemical Modeling report. 
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EMISSIONS SUMMARY 
 
Table 5-1 shows the emissions estimates for the July-August 2000 and July 1999 episodes.  The 
emissions estimates are for the Bay Area (Alameda, Contra Costa, Marin, Napa, San Francisco, 
San Mateo, Santa Clara, Solano, and Sonoma counties), the Sacramento area (El Dorado, Placer, 
Sacramento, Sutter, and Yolo counties), the San Joaquin Valley (Fresno, Kern, Kings, Madera, 
Merced, San Joaquin, Stanislaus, and Tulare counties), and the rest of the CCOS domain.  The 
emissions estimates are split out for electric generating utilities (EGU), other stationary sources 
(Other), area sources (Area), commercial marine shipping (Ship), non-road mobile sources (Off-
road), on-road mobile sources (On-road), and biogenics (Bio).  As expected, emissions between 
the two episodes are relatively consistent though biogenic emissions are noticeably higher in July 
1999.  Investigation into the higher July 1999 biogenic emissions indicates that MBO and 
monoterpenes are roughly double those of the July/August 2000 episode.  The larger biogenic 
emissions were due to higher temperatures in key areas of the domain where plant species emit 
large quantities of the MBO and monoterpenes (e.g., large pine forests in the Sierra Nevada and 
coastal ranges). 
 
Work performed by Tesche et al. (2004), Vizuete et al., (2004), and Emery and Tai (2004b) 
indicated that a possible explanation for persistent photochemical model under-predictions of 
ozone at key monitoring stations throughout the course of this project was due to the lack of 
reactivity in the organic gas emissions.  The project sponsors directed the project team to utilize 
the standard EPA CB-IV speciation profiles (EPA, 2002), modified to accommodate the carbon 
bond species ethanol and methanol, to speciate the CARB-based emissions estimates.  In order to 
perform this task, the project team had to assign the CARB emissions source categories to an 
appropriate EPA speciation profiles.  Once this assignment effort was complete, it was a simple 
matter of rerunning the EMS-95 speciation programs.  Note that, at the direction of the project 
sponsors, the speciation profiles for the biogenic and on-road mobile source emissions were not 
altered (i.e., CARB speciation profiles continued to be used for the biogenic and on-road mobile 
source components of the inventory). 
 
Table 5-2 shows the results of speciating TOG emissions estimates using the CARB CB-IV 
speciation profiles, and Table 5-3 shows the results of speciating TOG emissions estimates using 
the EPA CB-IV speciation profiles.  UNR indicates the unreactive portion of the emissions 
estimates.  PAR indicates the paraffinic portion of the emissions estimates.  REACTIVE 
indicates the sum of the remaining CB-IV components of the emissions estimates (i.e., higher 
molecular weight aldehydes [ALD2], ethylene [ETH], formaldehyde [FORM], isoprene [ISOP], 
olefins [OLE], toluene [TOL], and xylenes [XYL]).   
 
Table 5-4 shows the difference between the two model-ready inventories (EPA minus CARB).  
The large differences in the UNR component are due to the fact that EPA does not include 
methane and ethane in its split factors whereas CARB does.  The differences in UNR are 
unimportant in this context since this species does not participate in the CAMx CB-IV chemistry 
algorithms.  For July/August 2000, PAR and REACTIVE increase using the EPA speciation 
profiles in the Bay Area and Sacramento subdomains but decrease in the San Joaquin Valley 
subdomain.  For July 1999, PAR increases in all subdomains, and REACTIVE generally increase 
or hold steady in all subdomains.  Given that the underlying criteria pollutant emissions 
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estimates are similar between the two episodes, it is unclear why this is occurring.  That is, one 
would expect that if speciated emissions increased in one episode, the same would hold true in 
the other episode.  However, due to limited resources for this experiment, an explanation as to 
why this has occurred was not determined. 
 
Figures 5-1 through 5-14 show the gridded, daily emissions estimates by major emissions source 
categories for a representative weekend day and weekday for the July/August 2000 episode.  Part 
‘a’ of each figure shows the VOC emissions estimates, and part ‘b’ of each figure shows the 
NOX emissions estimates.  Figures 5-15 through 5-28 show the gridded, daily emissions 
estimates by major emissions source categories for a representative weekend day and weekday 
for the July 1999 episode.  Again, part ‘a’ of each figure shows the VOC emissions estimates, 
and part ‘b’ of each figure shows the NOX emissions estimates.  Careful examination of all but 
the electric generating utilities and other stationary source categories reveals that there is indeed 
weekend day and weekday variation in the emissions estimates.  Because the stationary sources 
are represented as single points in the figures, it is difficult to distinguish the relative changes in 
the emissions estimates from the weekend day to the weekday.   
 
Further, careful comparison of the corresponding emissions source categories between the two 
episodes reveals that there exist distinct differences in the emissions estimates for each episode.  
For example, the biogenic emissions estimates are higher in the July 1999 episode, which is due 
to higher temperatures.  Also, on-road mobile source emissions show a distinctly higher density 
throughout the domain for July/August 2000 than the density for July 1999 (though overall 
emissions estimates are roughly the same), which is most likely due to a greater spread in the 
VMT throughout the domain in the July/August 2000 episode. 
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Table 5-1.  Comparison of July-August 2000 and July 1999 CB-IV emissions estimates (tons per day).   

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 11          26          38          9           9           20      26      28      15      16      1       1       1        1        1        17          18          20          14          14          
Other 29          31          244        36          38          63      66      64      77      81      71     69     65      62      63      377        431        437        361        413        
Area 22          22          22          22          22          25      25      25      23      23      -    -    -     -     -     370        376        376        387        393        
Ship 2           3           3           4           3           10      13      14      17      14      5       7       7        8        7        1           1           1            1            1            
Off-road 1,051     570        570        873        483        147    199    199    147    200    2       2       2        2        2        182        100        100        158        88          
On-road 1,781     2,054     2,047     1,472     1,689     263    343    331    219    293    2       3       3        2        2        196        228        229        195        227        
Bio -        -        -        -        -        9        10      10      11      13      -    -    -     -     -     339        457        396        642        731        

Total 2,896     2,706     2,924     2,416     2,244     537    682    671    509    640    81     82     78      75      75      1,482     1,611     1,559     1,758     1,867     

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 2           2           2           2           2           1        1        2        1        1        -    -    -     -     -     2           2           2            
Other 9           11          10          12          13          5        5        6        8        9        1       1       1        1        1        30          30          30          18          20          
Area 24          24          24          24          24          18      18      18      20      20      -    -    -     -     -     149        155        155        102        112        
Ship -        -        -        -        -     -     -     -     -     -    -    -     -     -     -        -        -         -         -         
Off-road 460        185        185        406        157        56      67      67      51      64      1       1       1        1        1        66          30          30          59          26          
On-road 636        659        671        626        727        81      104    100    82      117    1       1       1        1        1        72          76          76          71          84          
Bio -        -        -        -        -        11      12      12      13      15      -    -    -     -     -     398        468        425        623        715        

Total 1,131     881        892        1,070     923        172    207    205    175    226    3       3       3        3        3        717        761        718        873        957        

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 2           3           3           3           4           6        6        6        5        5        1       1       1        1        1        4           4           4            4            4            
Other 27          28          28          34          35          60      63      63      73      76      19     17     18      18      18      103        85          86          88          91          
Area 33          34          34          241        273        111    114    114    114    118    11     12     12      11      12      1,136     1,160     1,160     1,152     1,187     
Ship -        -        -        -        -        -     -     -     -     -     1       -    -     -     -     -        -        -         -         -         
Off-road 663        399        399        589        363        140    206    206    138    207    4       4       4        3        2        108        67          67          103        67          
On-road 1,294     1,430     1,464     1,245     1,442     161    218    206    168    236    2       2       2        1        2        131        144        152        140        165        
Bio -        -        -        -        -        62      62      70      71      80      -    -    -     -     -     816        786        925        930        1,068     

Total 2,019     1,894     1,928     2,112     2,117     540    669    665    569    722    38     36     37      34      35      2,298     2,246     2,394     2,417     2,582     

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 80          98          95          30          32          25      32      32      10      19      2       2       2        2        2        11          12          12          9            10          
Other 85          99          93          99          106        72      77      77      100    106    16     17     17      21      22      109        136        135        60          73          
Area 387        388        388        415        425        51      52      52      46      48      1       2       2        1        1        780        826        826        578        637        
Ship 3           3           3           3           3           17      17      17      17      18      10     10     10      10      10      1           1           1            1            1            
Off-road 1,294     557        557        1,166     494        161    199    199    154    195    5       5       5        4        3        263        103        103        248        94          
On-road 1,686     1,975     1,923     1,834     2,109     217    292    272    223    290    2       2       2        2        2        186        219        213        193        224        
Bio -        -        -        -        -        72      75      77      83      89      -    -    -     -     -     2,557     3,011     2,944     5,060     5,759     

Total 3,535     3,120     3,059     3,547     3,169     615    744    726    633    765    36     38     38      40      40      3,907     4,308     4,234     6,149     6,798     

July-August 2000
TOG

Jul-99
SOX

Jul-99 Jul-99July-August 2000 July-August 2000 July-August 2000
Remaining 

CCOS Domain Jul-99
CO NOX

July-August 2000 July-August 2000 July-August 2000
TOG

Jul-99

TOG
Jul-99

SJV Jul-99
CO NOX SOX

Jul-99 Jul-99July-August 2000

July-August 2000 July-August 2000 July-August 2000 July-August 2000

July-August 2000
TOG

Jul-99

Sacramento Jul-99
CO NOX SOX

Jul-99 Jul-99

SOX
Jul-99 Jul-99July-August 2000 July-August 2000 July-August 2000Bay Area Jul-99

CO NOX

 
For July-August 2000: J-WE is Sunday 30-July-2000, J-WD is Monday 31-July-2000, and A-WD is Tuesday 01-August-2000. 
For July 1999:  J-WE is Sunday 11-July-1999 and J-WD is Monday 12-July-1999. 
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Table 5-2.  Results of speciating TOG using CARB CB-IV speciation profiles (tons per day). 

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 15          15          16          12          12          2           2           3           1           1           -        1           1           -       -       
Other 312        340        344        301        315        45          58          59          38          54          14          22          23          13        24        
Area 225        225        225        217        217        72          75          75          89          91          41          43          43          46        49        
Ship -        -        -        -        -        -        -        -        -        -        1           1           1          1          
Off-road 24          14          14          21          12          80          42          42          69          37          80          44          44          70        39        
On-road 24          27          27          20          23          115        136        136        123        144        57          65          65          52        60        
Bio -        -        -        -        -        44          55          54          85          96          270        366        325        478      545      

Total 600        621        626        571        579        358        368        369        405        423        462        542        502        660      718      

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 2           2           2           -        -        -        -        -        -        -        -        -        -        -       -       
Other 15          16          16          15          15          9           9           9           2           3           4           4           4           -       1          
Area 105        106        106        54          55          23          26          26          26          31          12          14          14          14        17        
Ship -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Off-road 9           4           4           8           3           29          13          13          26          12          29          13          13          26        11        
On-road 8           8           8           8           9           44          48          48          44          53          20          20          20          19        22        
Bio -        -        -        -        -        81          95          91          133        152        281        330        303        403      462      

Total 139        136        136        85          82          186        191        187        231        251        346        381        354        462      513      

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 3           3           3           3           3           -        -        -        -        -        -        -        -        -       -       
Other 50          49          49          68          68          35          24          24          14          16          13          9           9           4          4          
Area 913        918        918        895        902        121        133        133        133        150        51          56          56          64        73        
Ship -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Off-road 15          9           9           14          10          45          25          25          41          24          50          32          32          49        33        
On-road 16          17          18          17          19          78          86          91          82          98          37          41          42          47        47        
Bio -        -        -        -        -        165        163        190        205        238        593        568        675        618      711      

Total 997        996        997        997        1,002     444        431        463        475        526        744        706        814        782      868      

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 9           10          10          8           8           2           2           2           1           1           -        1           1           -       -       
Other 37          39          39          34          36          47          61          61          18          24          17          25          25          4          7          
Area 589        590        590        403        406        89          116        116        86          120        50          64          64          54        71        
Ship -        -        -        -        -        -        -        -        -        -        1           1           1           1          1          
Off-road 35          13          13          33          12          116        44          44          110        41          115        45          45          108      42        
On-road 22          25          25          23          27          111        131        128        113        133        54          62          60          56        65        
Bio -        -        -        -        -        519        594        600        1,027     1,164     1,841     2,178     2,148     3,361   3,830   

Total 692        677        677        501        489        884        948        951        1,355     1,483     2,078     2,376     2,344     3,584   4,016   

Bay Area

Sacramento

SJV

Remaining 
CCOS Domain July-August 2000

July-August 2000

July-August 2000

REACTIVE
Jul-99July-August 2000July-August 2000

UNR PAR
Jul-99 Jul-99

July-August 2000

July-August 2000
UNR

Jul-99 Jul-99 Jul-99
REACTIVEPARUNR

July-August 2000 July-August 2000July-August 2000

REACTIVE
Jul-99 Jul-99 Jul-99

UNR
July-August 2000

PAR

PAR REACTIVE
Jul-99 Jul-99 Jul-99July-August 2000
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Table 5-3.  Results of speciating TOG using EPA CB-IV speciation profiles (tons per day). 

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 3           3           4           2           2           6           6           7           5           5           4           4           5           4          4          
Other 216        234        235        200        205        73          88          90          70          88          63          77          78          61        78        
Area 111        111        111        155        155        104        106        106        126        128        44          46          46          53        55        
Ship -        -        -        -        -        -        -        -        -        -        -        1           1           1          -       
Off-road 16          6           6           14          5           84          43          43          73          37          73          45          45          65        41        
On-road 24          27          27          20          23          115        136        136        123        144        57          65          65          52        60        
Bio -        -        -        -        -        44          55          54          85          96          270        366        325        478      545      

Total 370        381        383        391        390        426        434        436        482        498        511        604        565        714      783      

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 1           2           2           -        -        -        -        -        -        -        -        -        1           -       -       
Other 15          15          15          15          15          8           8           8           1           2           4           5           5           1          2          
Area 24          24          24          39          39          48          50          50          35          40          26          28          28          13        17        
Ship -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Off-road 6           2           2           5           1           32          13          13          28          12          25          13          13          23        11        
On-road 8           8           8           8           9           44          48          48          44          53          20          20          20          19        22        
Bio -        -        -        -        -        81          95          91          133        152        281        330        303        403      462      

Total 54          51          51          67          64          213        214        210        241        259        356        396        370        459      514      

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 3           3           3           3           3           -        -        -        -        -        -        -        -        1          1          
Other 41          41          41          58          58          34          22          22          13          14          15          11          12          6          7          
Area 233        235        235        725        728        85          95          95          179        194        38          46          46          73        85        
Ship -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Off-road 9           4           4           9           4           49          27          27          45          26          44          31          31          43        32        
On-road 16          17          18          17          20          78          86          91          82          98          37          41          42          41        47        
Bio -        -        -        -        -        165        163        190        205        238        593        568        675        618      711      

Total 302        300        301        812        813        411        393        425        524        570        727        697        806        782      883      

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU 4           5           5           3           3           3           3           3           3           3           2           3           3           2          2          
Other 27          28          28          27          29          45          57          57          15          19          19          28          28          8          11        
Area 332        332        332        344        345        121        145        145        131        161        48          62          62          55        74        
Ship -        -        -        -        -        -        -        -        -        -        1           1           1           1          1          
Off-road 26          7           7           24          6           129        48          48          122        43          99          43          43          94        40        
On-road 22          25          25          24          27          111        131        128        113        133        54          62          60          56        65        
Bio -        -        -        -        -        519        594        600        1,027     1,164     1,841     2,178     2,148     3,361   3,830   

Total 411        397        397        422        410        928        978        981        1,411     1,523     2,064     2,377     2,345     3,577   4,023   

July-August 2000 July-August 2000Jul-99
Remaining 

CCOS Domain

July-August 2000 July-August 2000Jul-99SJV

July-August 2000 July-August 2000Jul-99Sacramento

UNR PAR REACTIVE
Bay Area Jul-99

UNR PAR REACTIVE

July-August 2000 July-August 2000 July-August 2000Jul-99 Jul-99

Jul-99

UNR PAR REACTIVE

July-August 2000Jul-99

Jul-99

Jul-99

UNR PAR REACTIVE

July-August 2000Jul-99

July-August 2000Jul-99



January 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_5.doc 5-12 

Table 5-4.  Difference between CB-IV speciated emissions estimates (d = EPA – CARB), in 
tons per day. 

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU (12)        (12)        (12)        (10)        (10)        4           4           4           4           4           4           3           4           4          4          
Other (96)        (106)      (109)      (101)      (110)      28          30          31          32          34          49          55          55          48        54        
Area (114)      (114)      (114)      (62)        (62)        32          31          31          37          37          3           3           3           7          6          
Ship -        -        -        -        -        -        -        -        -        -        -        -        -        -       (1)         
Off-road (8)          (8)          (8)          (7)          (7)          4           1           1           4           -        (7)          1           1           (5)         2          
On-road -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Bio -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       

Total (230)      (240)      (243)      (180)      (189)      68          66          67          77          75          49          62          63          54        65        

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU (1)          -        -        -        -        -        -        -        -        -        -        -        1           -       -       
Other -        (1)          (1)          -        -        (1)          (1)          (1)          (1)          (1)          -        1           1           1          1          
Area (81)        (82)        (82)        (15)        (16)        25          24          24          9           9           14          14          14          (1)         -       
Ship -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Off-road (3)          (2)          (2)          (3)          (2)          3           -        -        2           -        (4)          -        -        (3)         -       
On-road -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Bio -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       

Total (85)        (85)        (85)        (18)        (18)        27          23          23          10          8           10          15          16          (3)         1          

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU -        -        -        -        -        -        -        -        -        -        -        -        -        1          1          
Other (9)          (8)          (8)          (10)        (10)        (1)          (2)          (2)          (1)          (2)          2           2           3           2          3          
Area (680)      (683)      (683)      (170)      (174)      (36)        (38)        (38)        46          44          (13)        (10)        (10)        9          12        
Ship -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Off-road (6)          (5)          (5)          (5)          (6)          4           2           2           4           2           (6)          (1)          (1)          (6)         (1)         
On-road -        -        -        -        1           -        -        -        -        -        -        -        -        (6)         -       
Bio -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       

Total (695)      (696)      (696)      (185)      (189)      (33)        (38)        (38)        49          44          (17)        (9)          (8)          -       15        

J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD J-WE J-WD A-WD J-WE J-WD
EGU (5)          (5)          (5)          (5)          (5)          1           1           1           2           2           2           2           2           2          2          
Other (10)        (11)        (11)        (7)          (7)          (2)          (4)          (4)          (3)          (5)          2           3           3           4          4          
Area (257)      (258)      (258)      (59)        (61)        32          29          29          45          41          (2)          (2)          (2)          1          3          
Ship -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       
Off-road (9)          (6)          (6)          (9)          (6)          13          4           4           12          2           (16)        (2)          (2)          (14)       (2)         
On-road -        -        -        1           -        -        -        -        -        -        -        -        -        -       -       
Bio -        -        -        -        -        -        -        -        -        -        -        -        -        -       -       

Total (281)      (280)      (280)      (79)        (79)        44          30          30          56          40          (14)        1           1           (7)         7          

July-August 2000 July-August 2000Jul-99
Remaining 

CCOS Domain

July-August 2000 July-August 2000Jul-99SJV

July-August 2000 July-August 2000Jul-99Sacramento

UNR PAR REACTIVE
Bay Area Jul-99

UNR PAR REACTIVE

July-August 2000 July-August 2000 July-August 2000Jul-99 Jul-99

Jul-99

UNR PAR REACTIVE

July-August 2000Jul-99

Jul-99

Jul-99

UNR PAR REACTIVE

July-August 2000Jul-99

July-August 2000Jul-99
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Figure 5-1.  Daily area source emissions estimates for Sunday, 30-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-2.  Daily area source emissions estimates for Monday, 31-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-3.  Daily biogenic emissions estimates for Sunday, 30-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-4.  Daily biogenic emissions estimates for Monday, 31-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-5.  Daily commercial shipping emissions estimates for Sunday, 30-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-6.  Daily commercial shipping emissions estimates for Monday, 31-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-7.  Daily electric generating utility emissions estimates for Sunday, 30-July-2000.  (a) VOC.  (b) NOX. 



Jnauary 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_5.doc 5-20 

(a) (b)

 
 

Figure 5-8.  Daily electric generating utility emissions estimates for Monday, 31-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-9.  Daily other stationary source emissions estimates for Sunday, 30-July-2000.  (a) VOC.  (b) NOX.



Jnauary 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_5.doc 5-22 

(a) (b)

 

 

Figure 5-10.  Daily other stationary source emissions estimates for Monday, 31-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-11.  Daily off-road mobile source emissions estimates for Sunday, 30-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-12.  Daily off-road mobile source emissions estimates for Monday, 31-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-13.  Daily on-road mobile source emissions estimates for Sunday, 30-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-14.  Daily on-road mobile source emissions estimates for Monday, 31-July-2000.  (a) VOC.  (b) NOX. 
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Figure 5-15.  Daily area source emissions estimates for sunday, 11-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-16.  Daily area source emissions estimates for Monday, 12-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-17.  Daily biogenic emissions estimates for Sunday, 11-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-18.  Daily biogenic emissions estimates for Monday, 12-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-19.  Daily commercial shipping emissions estimates for Sunday, 11-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-20.  Daily commercial shipping emissions estimates for Monday, 12-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-21.  Daily electric generating utility emissions estimates for Sunday, 11-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-22.  Daily electric generating utility emissions estimates for Monday, 12-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-23.  Daily other stationary source emissions estimates for Sunday, 11-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-24.  Daily other stationary source emissions estimates for Monday, 12-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-25.  Daily off-road mobile source emissions estimates for Sunday, 11-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-26.  Daily off-road mobile source emissions estimates for Monday, 12-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-27.  Daily on-road mobile source emissions estimates for Sunday, 11-July-1999.  (a) VOC.  (b) NOX. 
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Figure 5-28.  Daily on-road mobile source emissions estimates for Monday, 12-July-1999.  (a) VOC.  (b) NOX. 
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6.  CAMx INPUT DATA PREPARATION 
 
 
Several data preparation tasks are required to provide CAMx with various inputs that define the 
meteorology, emissions, initial and boundary conditions, surface characteristics, and 
photochemical conditions of the atmosphere.  The bulk of work associated with meteorology and 
emissions is described in previous sections.  However, some additional processing is needed for 
these components just before the air quality model is run.  This section begins with a discussion 
on the air quality modeling grid specification; it is critical to define the grid system extent and 
resolution before the development of most of the CAMx input fields can begin.  This section 
then goes on to describe the procedures to develop and/or format the various input files for 
CAMx, and finally lists the model options that were invoked in the base and diagnostic 
simulations. 
 
 
CAMx DOMAIN AND GRID SPECIFICATIONS 
 
The spatial domain (or volume) on which Eulerian models operate is defined as a three-
dimensional grid, which is used to discretize the environment into averages contained within 
many relatively small grid cell volumes.  The modeling grid should be defined with sufficient 
size and resolution to capture all of the significant physical processes and transport patterns that 
affect pollutant concentrations in the focus area.  Obviously a balance must be struck between 
grid size and resolution, both because of resource constraints (computing power), and because of 
limitations inherent in all Eulerian models to characterize physical phenomena at small scales 
(<1 km horizontally). 
 
Therefore, an important step in the design of an ozone modeling system is specifying the extent 
of the domain and resolution of the grid.  The air quality modeling domain and grid 
specifications for this study were based on CARB’s meteorological, emissions and air quality 
modeling configuration for CCOS.  The CARB is currently undertaking simulations of the 
July/August 2000 CCOS and July 1999 ancillary episodes using CAMx applied on a very large 
regional domain on a Lambert Conic Conformal projection with 4-km grid spacing (Figure 6-1).  
The MM5 model was operated by CARB, NOAA, and BAAQMD directly on the projection 
shown in Figure 6-1, but on a slightly larger extent (190 by 190 grid points – a similar grid was 
used to develop gridded emission inputs using EMS-95).  The MM5CAMx interface processor 
provided the link that basically passed through the MM5 output variable fields to CAMx without 
the need for projection mapping and horizontal interpolation. 
 
The RAMS model used earlier in this study operates on a Rotated Polar Stereographic 
projection, and so the RAMSCAMx interface processor provided the link that performs the 
necessary manipulations of the RAMS output to properly feed into CAMx on the CCOS Lambert 
projection.  As described in Section 4, the definition of the RAMS polar grid was carefully 
coordinated to match the CCOS/CAMx Lambert projection as closely as possible in the area of 
greatest concern (central California).  Initial CAMx simulations using RAMS meteorology were 
applied on a domain similar to Figure 6-1, but using 12-km cell size and employing a nested 4-
km grid over the Bay Area, Sacramento, northern San Joaquin Valley, and the Monterey Bay 
Area (see modeling protocol prepared by ENVIRON et al., 2002).  With the desire to better align 
the BAAQMD modeling with CARB and other districts, this nested grid arrangement was 
abandoned midway through the project. 
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Figure 6-1.  The coverage of the CARB/CCOS air quality modeling domain.  Grid spacing over 
the entire region is 4 km.  Map projection is Lambert Conformal. 
 
 
In some CAMx sensitivity tests, a high-resolution nest was specified to cover the urbanized 
portion of the immediate SFBA.  The grid cell resolution was 1 km (for use with RAMS 
meteorology) and 1.33 km (for use with MM5 meteorology developed by BAAQMD).  Since 
topography is a major factor in ozone formation in the SFBA, a 4-km grid likely does not resolve 
certain wind flow features that have proven critical to the accurate placement and formation of 
ozone.  These initial tests were undertaken with 4-km emissions but with the higher resolved 
meteorological inputs fields (referred to in CAMx as “flexi-nesting”, as the model allows for the 
user to provide any, all, or none of the needed fields for each nested grid).  As described in 
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Sections 6 and 7, RAMS, MM5, and CAMx tests with the high resolution nest did not 
definitively show improved results in the meteorological and ozone concentration fields, but 
additional testing is warranted and will be carried out in follow-on modeling work.  Gridded 
emission estimates (area, on-road, biogenics, etc.) may need to be reprocessed to the higher 
resolution using new spatial surrogates if we are to investigate the full potential effects of this 
fine grid.  Point sources would not need to be reprocessed as those inputs are not dependent upon 
model resolution.  
 
In the vertical, CAMx operates in a terrain-following coordinate system, and can match the layer 
structure of any meteorological model providing three-dimensional gridded input fields.  In this 
project, three basic meteorological configurations were used, all with different vertical grid 
structures:  the ATMET RAMS modeling for both episodes, the NOAA/BAAQMD MM5 
modeling for July/August 2000, and the CARB/BAAQMD modeling for July 1999.  CAMx was 
configured for each of these three different layer structures depending upon on which source of 
meteorological data was used to drive the photochemical model, and which group developed the 
configuration.  In all cases, CAMx layers were set to span several meteorological layers up to the 
respective CAMx model tops.  Allowing air quality model layers to span multiple meteorological 
models above the boundary layer depth is a common practice to conserve memory requirements 
without degrading performance, and in this particular project the technique was particularly 
important given the very large horizontal grid structure.  Early tests were conducted with CAMx 
using RAMS meteorology to test the effect of different layer aggregation schemes and model top 
altitudes; there was little sensitivity to both. 
 
The specific grid structures are summarized below, along with the group responsible for 
developing the configuration: 
 

• RAMS meteorology:  CAMx resolved the atmosphere into 24 layers up to ~7.5 km 
above the surface (ENVIRON/BAAQMD protocol); 

 
• MM5 meteorology for July/August 2000:  CAMx resolved the atmosphere into 20 

layers up to ~15 km above the surface (UCR); 
 

• MM5 meteorology for July 1999:  CAMx resolved the atmosphere into 16 layers up to 
~4.5 km above the surface (CARB). 

 
 
EMISSIONS PROCESSING 
 
While EMS-95 generates hourly, speciated, gridded emission files for use in air quality models, 
there are some final steps to perform before CAMx can use them.  EMS-95 provides separate 
elevated point (anthropogenic and fire sources) and gridded surface (biogenic, area, and on-road 
mobile) emission files in ASCII text formats.  Processing of these files was accomplished using 
readily available and standard pre-processing software tools. 
 
The first step was to convert the low-level gridded files to the UAM binary format required by 
CAMx.  Then these files were “windowed” from the large 4-km emissions grid (190 by 190 grid 
cells) to the slightly smaller air quality modeling grid (185 by 185 grid cells).  Finally, these files 
were “merged” into a single all-encompassing gridded emissions input file for CAMx.  This last 
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step also shifted the emissions ~1 km eastward and southward to improve the alignment between 
the emissions grid with the meteorological and air quality grids1. 
 
The first step in processing the elevated point source files was to generate a common list of 
sources over all days of the modeling episode (day-specific point emissions were provided for all 
fire sources and certain major anthropogenic sources).  This placed all anthropogenic source at 
the top of the list, and all fire sources at the end.  Second, the anthropogenic and fire sources 
were merged together into a single file for each day, using the common list developed in step 
one.  Third, large elevated NOx point sources were selected for the CAMx Plume-in-Grid (PiG) 
treatment based on a minimum threshold daily NOx emissions rate of 1 ton/day.  During this 
process, the program sorts the PiG sources from all days to generate a unique list of ranked 
sources.  Finally, a program was run that reads the list of PiG sources, flags them in the file for 
treatment, and generates a single binary model-ready file for each day containing all elevated 
point sources.  
 
Note that these emission files were developed by CARB in Pacific Daylight Time (PDT).  This 
required CAMx to be run in PDT as well, and for either the CAMx output to be converted to 
Standard Time, or for the air quality observations to be converted to PDT, in the model 
performance evaluation. 
 
For the July/August 2000 episode, the CARB provided day-specific emissions for all 
components (area, point, on-road, biogenic), except for July 28 (one of two model “spin-up” 
days).  For that date, gridded emissions were linked to August 1 (both weekdays with similar 
temperatures).  Point sources for July 28 were assigned from August 1 (anthropogenic) and July 
31 (fires).   
 
For July 1999, the CARB provided day-specific emissions for biogenics and on-road mobile 
sources.  Area and point sources were provided for a representative weekday and weekend day 
(July 4 and 5, respectively).  These were linked to specific weekend days and weekdays for over 
the modeling period (July 8-12). 
 
 
METEOROLOGICAL PROCESSING 
 
Raw output from the meteorological models needs to be converted to formats and variables used 
by CAMx specifically.  ENVIRON has authored widely used RAMS and MM5 translation 
software to complete this task.  The software includes the ability to interpolate data from the 
native map projections used by the meteorological models to any projection to be specified for 
air quality model (CAMx may be applied on Lambert Conformal, Polar Stereographic, or UTM 
projections, or in geodetic latitude/longitude).  These programs also convert meteorological 
fields from UTC to PDT time zones. 
 
CAMx requires meteorological input data for the parameters described in Table 6-1.  All of these 
input data were derived from the RAMS and MM5 simulation results.  RAMS output fields were 
translated to CAMx-ready inputs using the RAMSCAMx translation program, while MM5 

                                          
1 The CARB developed their emissions grid as closely as possible to the CCOS Lambert modeling grid, but was 
never able to exactly match the spherical assumptions used in MM5 and CAMx in their GIS processing of spatial 
surrogates. 
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output fields were translated using the MM5CAMx program.  Both of these programs perform 
several similar functions: 
 

1. Extract data from the meteorological grids to the corresponding CAMx grids; in this 
study, the extraction includes a mass-weighted interpolation from the RAMS polar 
stereographic grid to the CAMx Lambert grid, with appropriate rotation of wind variables 
(no projection interpolation was necessary for MM5 meteorology). 

 
2. Perform mass-weighted vertical aggregation of data for CAMx layers that span multiple 

meteorological model layers.  
 
 

3. Diagnose key variables that are not directly output by MM5 or RAMS (e.g., vertical 
diffusion coefficients and cloud information). 

 
Table 6-1.  CAMx meteorological input data requirements. 
CAMx Input Parameter Description 
Layer interface height (m) 3-D gridded time-varying layer heights for the start and end of 

each hour 
Winds (m/s) 3-D gridded wind vectors (u,v) for the start and end of each 

hour 
Temperature (K) 3-D gridded temperature and 2-D gridded  surface 

temperature for the start and end of each hour 
Pressure (mb) 3-D gridded pressure for the start and end of each hour 
Vertical Diffusivity (m2/s) 3-D gridded vertical exchange coefficients for each hour 
Water Vapor (ppm) 3-D gridded water vapor mixing ratio for each hour 
Cloud Cover and Rain  3-D gridded cloud opacity and liquid water content for each 

hour 
 
 
Both programs have been written to carefully preserve the consistency of the predicted wind, 
temperature and pressure fields output by the meteorological models.  This is the key to 
preparing mass-consistent inputs for CAMx, and therefore for obtaining high quality 
performance from CAMx.   
 
Vertical diffusivities (Kv) are an important input to the CAMx simulation since they determine 
the rate and depth of mixing in the planetary boundary layer (PBL) and above.  RAMS provides 
direct output of Kv and turbulent energy, while MM5 provides output of either PBL depth or 
turbulent energy (depending on the user’s selection of PBL model) but not Kv.  Therefore, 
RAMS provides a choice of either using Kv directly or diagnosing Kv from turbulent energy.  
However, the use of MM5 absolutely requires that Kv be diagnosed from available output. 
 
In general, our experience has been that diffusivities from meteorological models require careful 
examination before they are used in air quality modeling.  This may be because the air quality 
model results are much more sensitive to diffusivities than the meteorological model results.  In 
the case of RAMS, our evaluations suggested that the diagnosis of Kv from turbulent energy 
within the RAMSCAMx interface program was better behaved, both from a conceptual and 
magnitude basis, than the direct pass-through of RAMS Kv.   For MM5, the diagnosis of Kv 
within the MM5CAMx interface program was based on the profile approach of O’Brien (1970), 
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which depends upon PBL depth output by MM5.  Numerous sensitivity tests were undertaken 
early in the project to test various Kv input fields.  Given the very poor model performance 
achieved in early CAMx simulations, these tests were not conclusive.  Additional such tests will 
be necessary in follow-on work. 
 
 
DEVELOPMENT OF ANCILLARY INPUTS 
 
The preparation of ancillary input files include initial/boundary conditions, land use distribution, 
chemistry parameters, albedo/haze/ozone fields, and photolysis rates. 
 
 
Initial and Boundary Conditions  
 
The initial conditions (ICs) are the pollutant concentrations specified throughout the modeling 
domain at the start of the simulation.  Boundary conditions (BCs) are the pollutant 
concentrations specified at the perimeter of the modeling domain.  One of the reasons for 
performing regional scale modeling rather than urban scale modeling is to minimize the 
importance of ICs and BCs.  Using a large regional domain moves the boundaries far away (in 
distance and transport time) from the study area.  Including several “spin-up” days prior to the 
episode period allows time for the influence of initial conditions to be removed. 
 
The developmental history of IC/BC inputs for CAMx is complicated, as each group undertaking 
CAMx modeling for the July/August 2000 CCOS episode has developed their own unique set of 
inputs.  A concerted effort to unify these inputs among the groups is warranted and should be 
undertaken in follow-on work.  The approach detailed here describes the CB-IV inputs 
developed by ENVIRON for the July/August 2000 episode.  A single consistent set of inputs 
were also developed by CARB for the July/August 2000 and July 1999 episodes, and these have 
been adopted for use by the BAAQMD for the July 1999 episode.  The BAAQMD also 
developed IC/BC inputs for the SAPRC99 chemical mechanism. 
 
 
July/August 2000 CCOS Episode 
 
The very first CAMx simulations for the July/August 2000 episode were carried out by the 
University of Riverside (UCR) in 2002 as CARB’s modeling contractor.  UCR modeling was 
based on the NOAA MM5 simulations at the time, and thus IC/BC inputs were needed for the 24 
layer structure through 15 km (as described above).  UCR adopted IC/BC values developed for 
the SARMAP program, which included separate vertical profiles of ozone, NOx, VOC, and CO 
for over land and over water areas of the grid.  No attempt was made to modify the concentration 
profiles based on the CCOS observational dataset as it was not yet available at the time.   UCR 
reported satisfactory ozone results in the Bay Area and Sacramento regions using CAMx with 
these IC/BC inputs. 
 
However, it quickly became apparent to the BAAQMD modelers that high ozone levels 
measured at the surface and aloft in central California during the July/August 2000 episode were 
likely augmented by the very many large regional fires throughout the western U.S., particularly 
in Southern California, Oregon, and Nevada.  Therefore, ENVIRON developed revised IC/BC 
inputs, based on the UCR profiles as a starting point (Table 6-2), to reflect the role of regional 
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Table 6-2.  UCR SARMAP-based ozone profiles (ppm) by CAMx layer. 
Height (m) West O3 North/South/East O3 

23.76 0.025 0.04 
49.17 0.0258 0.0415 

104.69 0.0266 0.0432 
168.11 0.028 0.0469 
240.29 0.0295 0.051 
369.98 0.0315 0.0551 
526.48 0.0348 0.0624 
703.77 0.0385 0.07 
903.86 0.0427 0.07 

1128.67 0.0455 0.07 
1386.98 0.0475 0.0698 
1733.35 0.0493 0.0692 
2207.02 0.0511 0.0683 
2853.89 0.0531 0.0669 
3751.15 0.0546 0.0654 
5131.22 0.0566 0.0634 
7277.25 0.06 0.06 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 6-2.  Scheme to assign various CAMx domain boundary segments for regional 
influences.  
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fires on elevated layers of NOx, VOC, CO, and ozone particularly on the southern, eastern, and 
northern boundaries.  Additional analyses of surface ozone and NOx observations, ozonesondes, 
aircraft data, satellite pictures, and back trajectories were conducted to support the revision.  The 
CAMx boundary was divided into separate segments to reflect varying regional influences 
(Figure 6-2). 
 
 
Ozone 
 
The SARMAP-based ozone profiles were in pretty good agreement with aircraft and ozonesonde 
observations.  These ozone profiles were used as-is along the west, north, and east boundaries.  
The southern boundary was split into three parts: clean, coastal, and inland.   
 
The clean section spanned the westernmost cells over the ocean; SARMAP western boundary 
ozone was applied to this area.  The coastal section was based on hourly surface ozone 
observations from Santa Barbara County (Lompoc, Santa Ynez, and Paradise) during the July-
August, 2000 episode.  The average diurnal profile over these sites and over all days of the 
episode (Figure 6-3) was applied to all layers within the lowest 1 kilometer.  Above 1 km, the 
SARMAP southern boundary ozone profile was used.  Inland, the episode-average diurnal 
profile from Lancaster (Figure 6-2) was applied to all layers within the lowest 2 km.  Again, 
SARMAP southern boundary ozone was used aloft. 
 
 

Hourly O3 averaged from Jul 28 - Aug 2, 2000
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Figure 6-3.  Episode-mean diurnal ozone profiles at Lancaster and for the average over all sites 
in Santa Barbara County (coastal average). 
 
 
NOx 
 
NOx was set at 0.04 ppb NO and 1 ppb NO2 over the lowest 1 km of the western boundary and 
over the lowest 1 km of the “clean” section of the southern boundary, based on aircraft 
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observations over the ocean on July 30, 2000.  Above 1 km, the SARMAP NOx profile was 
applied in both areas.  SARMAP decreased both species by about two orders of magnitude from 
1 to 7 km. 
 
Along the coastal and inland sections of the southern boundary, NO and NO2 were set to 0.5 ppb 
and 3.5 ppb, respectively, based on mean NOx measurements near and along this boundary. 
These values were held constant over the lowest 1 km at the coast and 2 km inland.  Above these 
levels, NO and NO2 were held constant at 0.25 ppb and 1.25 ppb (the SARMAP surface values), 
respectively, to take the Pechanga fire into account.  Based on winds aloft during the episode, 
smoke from this rather large fire east of Los Angeles was likely transported north and northwest 
toward the southern boundary of the model. 
 
Along the southern half of the eastern boundary, and along the entire northern boundary, 
SARMAP NOx profiles were used: NO and NO2 were constant at 0.25 ppb and 1.25 ppb, 
respectively, through the lowest 1 km, and then dropped about 2 orders of magnitude by 7 km.  
Along the northern half of the eastern boundary, NO and NO2 were also set at 0.25 ppb and 1.25 
ppb, respectively, within the lowest 3 km; but SARMAP NOx concentrations were doubled aloft 
to account for the numerous wildfires in Nevada. 
 
 
CO 
 
Carbon monoxide was based on SARMAP in most areas as it was held constant at 200 ppb 
except near the top of the domain, where it decreased 20% along the west, north, clean section of 
the south, and southern half of the east boundaries.  CO was doubled aloft over the northern half 
of the eastern boundary to account for fire influences. 
 
 
VOC 
 
The SARMAP-based VOC profile is constant at 34.6 ppbC through the lowest 1 kilometer and 
then decreases by two orders of magnitude approaching 7 km.  The UCR boundary conditions 
use this profile for all four boundaries.  Individual UCR/SARMAP VOC species concentrations 
near the surface are shown in the table below. 
 

Table 6-3.  SARMAP VOC Concentrations in the lowest 1 km (ppb). 
 

 
 
For our revised boundary conditions, the SARMAP VOC profile was used on the north boundary 
and southern half of the east boundary.  VOCs along the west boundary and clean section of the 

PAR 20.500 
OLE 0.414 
ETH 0.702 
TOL 0.246 
XYL 0.135 
ISOP 0.050 
FORM 5.780 
ALD2 1.520 
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south boundary were reduced by a factor of 3 within the lowest 1 kilometer, but retained the 
standard SARMAP-based VOC values aloft.  On the coastal and inland portions of the south 
boundary, VOC species were held constant at 34.6 ppbC in all layers to ~7 km to account for fire 
plumes from southern California.  On the northern half of the east boundary, 34.6 ppbC was set 
through the lowest 3 km; aloft, SARMAP VOCs were doubled to account for the wildfires 
burning in Nevada. 
 
 
Top Boundary Conditions 
 
The UCR SARMAP-based lateral boundary conditions for the east/north/south boundaries at 
~7.5 km were used to set top boundary conditions for ozone, NOx, CO, and VOCs for the 
RAMS-based vertical grid structure.  The UCR top concentration files were used directly for the 
MM5-based vertical grid structure. 
 
 
Initial Conditions 
 
The initial condition file was split into a “clean” section and “dirty” section (Figure 6-4).  The 
clean section, represented by the gray area in the figure below, covers the ocean and Bay Area.  
The “dirty” area, spanning northern California, Nevada, and the San Joaquin Valley, covers areas 
where wildfire emissions were predominant.   These were applied to both RAMS-based and 
MM5-based CAMx modeling grids.  Since these initial conditions were dispersed during the 
simulation spin-up days, this step-like arbitrary distribution did not influence the simulation on 
key episode days. 
 
In the clean section, UCR SARMAP-based vertical profiles of CO, VOC, NOx, and western 
boundary ozone were used.  In the dirty section, the north/south/east SARMAP ozone boundary 
profile was selected.  CO, NOx, and VOC were assumed to be two times the SARMAP-based 
boundary layer concentrations in all layers to account for the previous buildup of forest fire 
smoke as of July 28 and 29.   
 
 
Development of IC/BC Inputs for BAAQMD SAPRC99 Applications  
 
Boundary conditions for organic compounds were interpolated from aircraft measurements 
conducted during the CCOS 2000 field campaign.  Aircraft measurements provided vertical 
profiles of 40 VOC model species in the SAPRC99 chemical mechanism as implemented in 
CAMx version 4.03.  These model species are HCHO, CCHO, RCHO, ACET, MEK, PROD, 
RNO3, PAN, PAN2, BALD, PBZN, PHEN, CRES, NPHE, GLY, MGLY, METH, MVK, 
MEOH, HC2H, CO2H, RC2H, CH4, ETHE, ISOP, TERP, MBUT, MTBE, ETOH, NROG, 
LOST, ALK1, ALK2, ALK3, ALK4, ALK5, ARO1, ARO2, OLE1, and OLE2. 
 
For each model layer, all available aircraft measurements were averaged to obtain the boundary 
conditions.  When there was no measurement in a layer, boundary conditions were generated 
from values in the layers above and below through linear interpolation. For model layers above 
the maximum flight altitude (~1.6 km), values at the maximum flight height were used for the 
boundary conditions.  A sensitivity test was conducted to reduce the boundary values for HCHO, 
CCHO, and RCHO to one third of the observations. It was shown that the resulting change in 
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Figure 6-4.  Distribution of “clean” and “dirty” zones for the assignment of initial conditions for 
the July/August 2000 episode.  Shown is the RAMS-based CAMx modeling grid, but the same 
pattern was applied to the MM5-based CAMx grid. 
 
 
peak ozone was negligible (~1 ppb).  The lower values for HCHO, CCHO, and RCHO were 
adopted to minimize the effect of  boundary conditions on ozone formation in the model domain. 
 
Boundary conditions for inorganic compounds were based on synthesis of  previous studies. 
Boundary values for O3 range from 25 ppb at the surface to 75 ppb near the tropopause, 
resembling vertical profiles from ozonesonde data over the ocean.  Boundary values for NOx 
were specified to range from 1.5 ppb at surface to 0.2 ppt at the tropopause, and that for CO from 
200 ppb at the surface to 110 ppb in the top layer of the model.  Boundary values for N2O5, 
NO3, HONO, HNO4, and H2O2 were set to range from 10 ppt at the surface to 0.001 ppt at the 
tropopause. Other model species were set to be virtually zero at the boundary. 
 
Top boundary conditions were set to equal to the boundary values in the top layer of the model, 
and initial conditions in each layer were set to be the same as corresponding boundary values 
described above. 
 
 
July 1999 Episode 
 
The CB-IV initial and boundary condition inputs for this episode were obtained from the CARB.  
The CARB simply copied the profiles of NOx, VOC, CO, and ozone directly from their CAMx 
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simulations of the July/August 2000 episode, which included a top boundary condition for ozone 
of 70 ppb, and moderate levels of NOx and VOC on the lateral boundaries based on several past 
studies, including the 1990 SARMAP and southern California modeling applications dating back 
to the late 1980’s.  The top boundary conditions for ozone in particular were set by CARB to 
reflect the high ozone measured by ozonesondes in the central valley during the fire-influenced 
July-August 2000 episode.  This may be too high for the July 1999 episode since very little fire 
activity was present.  Besides their consideration of ozonesonde profiles, the CARB did not 
analyze CCOS aircraft data to support their selection of lateral boundary conditions. 
 
 
Evaluation of Initial/Boundary Conditions on SFBA Ozone 
 
The potential influences of initial and boundary conditions were evaluated in this project.  Inert 
runs were conducted using the RAMS/CAMx modeling system to show the flow from the 
boundaries into the domain and it’s subsequent dispersion across California.  The sensitivity to 
initial and boundary conditions on ozone formation in central California was evaluated using the 
Direct Decoupled Method (DDM) of sensitivity coefficients (one of the CAMx Probing Tools).  
This test was undertaken for the July 1999 episode using the MM5/CAMx modeling system, and 
is discussed further in Section 7. 
 
Both inert and DDM analyses clearly showed that the initial conditions are only somewhat 
dispersed and removed from the simulation during the spin-up days prior to the core episode 
days, and that the northern boundary contributes significantly to background concentrations 
entering the SFBA.  This is in contrast to original thinking, which assumed that the western 
boundary was the key contributor in defining background levels entering the Bay Area.  But as 
seen in Figure 6-5, the flow from the northern boundary heads south along the California 
coastline and is brought into the SFBA via the sea breeze circulation.  Near-surface flow from 
the western boundary heads southeast in parallel with the California coastline, and is hardly 
mixed into the on-shore flow.  Therefore, the selection of boundary conditions for the northern 
boundary is much more crucial to the CAMx simulation than for the western boundary.  In fact, 
modeling evidence suggests that CCOS aircraft measurements off the California coast are 
measuring aged smoke plumes from Oregon or recirculated air from central California, and so 
are not appropriate for setting western boundary conditions. 
 
 
Surface Characteristics (Landuse) 
 
CAMx requires gridded landuse data to characterize surface boundary conditions, such as 
roughness, deposition parameters, albedo, vegetative distribution, and water/land boundaries.  
The land cover categories utilized by CAMx are based on the 11 category system established in 
RADM, which are parallel with SAQM. 
 
Land use inputs were developed by several entities, depending on the modeling configuration 
employed.  At the start of the project, ENVIRON developed landuse inputs from a USGS 
national 30-second land cover database for use with the 12/4-km nested RAMS/CAMx modeling 
configuration.  UCR developed landuse inputs for the MM5/CAMx modeling configuration as 
part of their modeling of the July/August 2000 episode.  That dataset was directly generated from 
the MM5 land use fields.  The BAAQMD adopted that landuse file for subsequent MM5/CAMx 
modeling of the CCOS episode.   For the July 1999 episode, the CARB adopted the UCR inputs 
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Figure 6-5.  Relative contributions at the surface from initial (IC), western BC (BCWST) and 
northern BC (BCNTH) in the RAMS/CAMx grid system from an inert tracer simulation. 
 
 
directly from their CCOS modeling.  The BAAQMD directly used the CARB landuse file for 
MM5/CAMx modeling of the July 1999 episode. 
 
 
Chemistry Data 
 
Three input files define the chemistry used in CAMx. 
 
Chemistry Parameters: The chemistry parameters file selects which chemical mechanism to use 
and specifies the rate constants for the thermochemical reactions.  CAMx was run with two 
different mechanisms.  All developmental and sensitivity runs employed the most up-to-date 
version of the Carbon Bond 4 mechanism (CB4), which is referred to as “mechanism 3” in 
CAMx.  Mechanism 3 is the CB4 mechanism with updated (circa 1995) radical termination 
reactions and isoprene chemistry as used for the OTAG modeling of the eastern U.S.  CAMx was 
also run with the SAPRC99 mechanism, referred to as “mechanism 5” in CAMx.  SAPRC99 is 
newer, provides up-to-date reaction rates, and the hydrocarbon lumping scheme resolves VOC 
more precisely.  Generally, it has performed similarly to CB4, although it tends to produce 
somewhat higher (~5-10 ppb) ozone in NOx-rich conditions such as highly urban environments. 
SAPRC99 contains many more reactions and species than CB4, and this leads to model run times 
are nearly twice that of CB4.  Therefore, SAPRC99 was used for modeling after final model 
configurations were set according to developmental simulations. 
 
Photolysis Rates: The photolysis rates file determines the rates for chemical reactions in the 
mechanism that are driven by sunlight.  The photolysis rates file was prepared using version 4 of 
the TUV radiative transfer model developed at NCAR.  The rates file is essentially a very large 
multi-dimensional lookup table that defines the variation of photolysis reactions over zenith 
angle, altitude, surface UV albedo, haze turbidity, and total vertically integrated ozone column 
density. 
 
Albedo/Haze/Ozone File: This file specifies how these three photolysis-related parameters vary 
in time and space for the CAMx simulation.  The photolysis rates and albedo/haze/ozone files 
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must be coordinated to function together correctly.  The surface albedo was calculated based on 
the gridded landuse data.  The stratospheric ozone column data were based on available satellite 
data from http://www.cpc.ncep.noaa.gov.  Since there was no source of regionally specific haze 
data for the study area, constant haze turbidity representative of rural areas was assumed over the 
entire grid.  Tests with CAMx over a wide but representative range of turbidity values have 
shown that model results are not particularly sensitive to how this parameter is set.  ENVIRON 
developed the albedo/haze/ozone file for the RAMS/CAMx configuration, while UCR and 
BAAQMD developed this file for the MM5/CAMx configurations used in the July/August 2000 
and July 1999 episodes. 
 
 
CAMx MODEL OPTIONS 

 
CAMx has several user-selectable options that are specified for each simulation through the 
CAMx control file.  Most of these options follow naturally from other choices about model 
inputs.  There are three additional optional inputs that were selected for this project: the 
advection scheme, the plume-in-grid scheme and the chemistry solver.  See the CAMx User’s 
Guide (ENVIRON, 2003) for more details on these options.  The selection for each option was 
determined at the early stages of base case model development. 
 
Advection scheme:  CAMx has two optional methods for calculating horizontal advection (the 
movement of pollutants due to horizontal winds) called Bott and Piecewise Parabolic Method 
(PPM).  These schemes are relatively new and exhibit little artificial (“numerical”) diffusion.  
Our experience with these schemes suggests that PPM is a better overall approach given that 
Bott tends to generate some small but definite numerical artifacts.  Hence, we selected the PPM 
scheme for this study.  On the other hand, the CAMx Decoupled Direct Method (DDM) probing 
tool is coded to only utilize the Bott approach.  Therefore, simulations with DDM required the 
use of Bott. 
 
Plume-in-Grid:  CAMx includes an optional sub-grid scale plume model that can be used to 
represent the dispersion and chemistry of major NOx point source plumes close to the source.  
This technique was developed primarily to better treat the chemistry of very large NOx plumes 
(such as coal-fired EGUs) in VOC-rich environments such as experienced in the Midwest U.S.  
We conducted some early tests with the PiG invoked, but the “major” NOx sources in California 
are relatively weak, and so there was very little sensitivity to the PiG.  Therefore, while the major 
NOx sources were flagged for PiG in the point source input files, the algorithm was not invoked 
when CAMx was run. 
 
Chemistry Solver:  CAMx provides two options for the numerical solution scheme for the gas 
phase chemistry.  The first option is the CMC fast solver that has been used in every prior 
version of CAMx.  The second option is an IEH solver.  The CMC solver is fast and more 
accurate than most chemistry solvers used in current ozone models.  The IEH solver is even 
more accurate than the CMC solver but significantly slower.  The CMC solver was used for this 
study since it is faster and it leads to very little difference in ozone concentrations. 
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7.  BASE YEAR MODEL APPLICATION 
 
 
CAMx was run for the two historical episodes of July 31 – August 2 2000 and July 11 – 12 1999, 
and the performance of the model was evaluated against available air quality data.  The purpose 
of the evaluation is to build confidence in the model’s reliability as an ozone prediction tool.  
The proposed evaluation plan followed the procedures recommended in the EPA and CARB 
guidance documents for 1-hour ozone (EPA, 1991; CARB, 1992), and new draft guidance for 8-
hour ozone (EPA, 1999).  The philosophical approach to the model performance evaluation for 
this project was provided in the project Modeling Protocol (ENVIRON et al., 2002). 
 
 
SUMMARY OF CAMx SIMULATIONS PERFORMED 
 
Since the fall of 2002, when the initial CCOS emission inventory and preliminary RAMS 
simulations for the July/August 2000 episode first became available, ENVIRON and the 
BAAQMD have conducted on the order of 50+ CAMx simulations.  Considered to be 
“developmental” model applications, most of these runs were made for the July/August 2000 
episode each time the emission and/or meteorological inputs were incrementally updated; later, 
developmental CAMx runs were also made for the July 1999 episode as inputs became available.  
A portion of these runs were made with the interim versions of the emission and meteorological 
inputs to test photochemical model sensitivity to various options, treatments, and ancillary 
inputs.  All developmental simulations were run using CAMx v3.10 with the CB-IV chemistry 
mechanism.  A mixture of RAMS and MM5 meteorology were used to drive the photochemical 
model. 
 
Developmental CAMx simulations were discussed at the Model Advisory Committee meetings, 
which were held every one or two months since project inception.  The results have also been 
documented on the project web site (www.environ.org/basip2004/results.html, user=basip2004, 
password=goldengate) through early spring of 2004, when the CAMx modeling effort shifted 
primarily from ENVIRON to the District.  Throughout the course of these CAMx applications, 
two key performance issues constantly emerged in both modeling episodes: (1) the emissions 
inventory (using CB-IV speciation of VOC) did not appear to be sufficiently reactive in 
producing ozone, suggesting that major proportions of emissions were either lacking or 
incorrectly speciated; and (2) flow fields in the Bay Area meteorology were either too fast and/or 
insufficiently convergent in the east bay, leading to over-ventilation of both precursors and 
ozone.  Initially, these problems led to under predictions of peak observed ozone in the Bay Area 
by ~40 ppb, yet this deficit was incrementally improved to a shortfall of ~15-20 ppb after the 
numerous updates to the emission and meteorological inputs.  Furthermore, significant under 
predictions were seen throughout central California, particularly in the central and southern San 
Joaquin Valley (SJV), where even larger ozone shortfalls were simulated. 
 
It should be noted that the CB-IV chemistry mechanism was used in the developmental 
simulations because of it’s speed and the preponderance of evidence (by many groups involved 
in CCOS) that the common signal from SAPRC99 is a <10 ppb increase in peak simulated ozone 
levels formed from NOx-rich urban environments.  That is, the SAPRC99 chemical mechanism 
was not seen as the key solution for the various California-wide under prediction problems, but 
was rather reserved as a final “polish” once an acceptable BAAQMD simulation was achieved 
and all major inventory and meteorological improvements were stabilized. 
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The specific sensitivity tests conducted as part of the developmental process (excluding the 
numerous major meteorological and emission updates) included the following: 
 

• Impacts from reducing area + mobile NOx by 30% 
• Impacts from increasing area + mobile VOC emissions by 50% 
• Impacts from increasing biogenic VOC emissions by 50% 
• Impacts from NOx+VOC mobile emission scaling to reflect Harley (2003) emission 

estimates based on basin-specific fuel consumption 
• Impacts from using EPA CB-IV speciation profiles in place of CARB profiles 
• Impacts from reducing winds speeds 50% 
• Impacts from reducing PBL depths by 50% 
• MM5 vs. RAMS meteorology 
• Use of high-resolution meteorological fields (~1 km grid spacing) 
• Influences from initial and boundary conditions 
• Role of fire emissions 
• Role of temperature on biogenic emission rates and ozone predictions 
• Role of temperature on motor vehicle emission rates and ozone predictions 
• Impacts from invoking the Plume-in-Grid option 
• Impacts from invoking drought stress (affects deposition rates) 
• Impacts from reducing horizontal diffusion by a factor of 3 

 
The findings from these tests are summarized below, arranged generally in order of their impacts 
on peak simulated ozone in the Bay Area, although impacts in other areas are noted.  Additional 
information for each run is provided on the project web site at the “CAMx Results” link 
(www.environ.org/basip2004) and in the MAC presentation documents provided at the 
“Documents” link.  
 
 
Emission Sensitivity 
 
Model sensitivity was consistently largest for cases in which portions of the emission inventory 
were modified.  This result was also found by Tesche et al. (2004) in their CCOS modeling of 
the San Joaquin Valley for the CARB.  As stated above, CAMx/CB-IV results consistently 
indicated either a lack of emissions and/or improper speciation of VOC.  This was later verified 
by Process Analysis evaluations undertaken by Vizuete et al. (2004) for this project (described 
later in this chapter), whereby a lack of VOC mass and reactivity was evidenced in the 
marginally active photochemical plume exiting the Bay Area through the Sacramento River 
Delta and through the Livermore Valley. 
 
The early emission sensitivity tests were undertaken to maximize reactivity in the Bay Area by 
reducing NOx and increasing VOC.  Separate scaling tests were conducted for biogenic and 
anthropogenic (area + motor vehicles) sources.  An additional test was undertaken that scaled 
mobile emissions to better match the results of Harley (2003), who suggested that the CCOS 
NOx and VOC inventory was under estimated, particularly in the San Joaquin Valley, based on 
his regional fuel-based estimates.   
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The 30% reduction of NOx verified that the central Bay Area is NOx-rich and VOC-lean, and it 
led to higher levels of ozone both in the core Bay Area (~5 ppb, as expected) and in the 
downwind plume over eastern Alameda, eastern Contra Costa, and into northwestern SJV 
counties (up to nearly 20 ppb, not expected).  This signal clearly indicated that Bay Area NOx 
remains sufficiently high (or VOC:NOx ratio remains low) as it rapidly transports out of the 
region and continues to suppresses ozone formation well downwind of the key source areas.  On 
the other hand, ozone reductions generally resulted from this test in the VOC-rich central valley.  
Comparisons of modeled and observed NOx concentrations at sites throughout the CCOS region 
indicated that NOx was well replicated using the unmodified NOx emissions, suggesting a lack 
of VOC rather than an abundance of NOx.  
 
Tests with increased biogenic and anthropogenic VOC emissions by 50% each led to 10-15 ppb 
increases in ozone in the downwind Bay Area ozone plume (eastern Alameda, eastern Santa 
Clara, and western SJV), consistent with biogenic source areas.  Little to zero impact was seen in 
the central Bay Area due to ozone suppression within the NOx-rich conditions.  In this case, the 
high NOx exiting the Bay Area mixed with higher VOC along its path, increasing the VOC:NOx 
ratio to regimes that are more conducive to rapid ozone formation. 
 
The effects of basin-specific mobile emission scaling (to match Harley [2003], see Table 7-1) 
were moderate in the Bay Area (~5 ppb ozone increase in central Alameda and Contra Costa 
Counties) where the scaling factors were relatively small.  Note that the Bay Area upward 
scaling of VOC and downward scaling of NOx are both in directions that maximize ozone 
production for the Bay Area environment.  However, larger ozone increases approaching 10 ppb 
were seen in central/southern SJV, primarily due to higher NOx emissions, and downwind of 
Sacramento in the Sierra foothills due to higher VOC. 
 
Table 7-1.  Emission scaling factors applied by air basin to the July/August 2000 CCOS 
emissions inventory to match totals given by Harley (2003). 

Scaling Factor  
Air Basin CO NMOC NOx 
Sacramento 0.92 1.47 1.00 
Bay Area 0.79 1.29 0.94 
SJV 0.88 1.52 1.52 
Other 0.84 1.39 1.15 

 
 
As part of the their quality assurance of the CCOS emission inventory processing, Alpine 
Geophysics raised their concern regarding the CB-IV speciation profiles used in EMS-95.  
Several deficiencies were noted, including improper assignment of CB-IV VOC profiles to 
various source categories, and questionable profiles that allocated huge proportions of TOG to 
un-reactive species, among several other problems.  Alpine evaluated the CARB CB-IV profiles 
against default profiles provided by EPA, which are currently used in a major photochemical and 
PM modeling project in the southeastern U.S.  Significant differences were found for certain 
source categories, and to test the impact of these, Alpine regenerated the July/August 2000 
emission inputs using the EPA CB-IV profiles.  Impacts to daily maximum ozone in the Bay 
Area were minimal with the largest differences reaching only a few ppb. 
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Meteorological Sensitivity 
 
Besides emissions, CAMx predictions of ozone were rather sensitive to changes in 
meteorological inputs.  In two simple tests, changes were made to RAMS-derived input winds 
and PBL depths in directions that were assumed to increase ozone levels.  In the test in which 3-
dimensional winds were uniformly reduced by half, dramatic increases in ozone levels resulted 
in the central valley (>30 ppb).  However, only marginal (~5 ppb) increases were seen in the 
eastern Bay Area.  Evidence at the time suggested that RAMS was over-ventilating the Bay 
Area, but verifications against wind observations consistently showed that RAMS was 
performing rather well in replicating wind speeds in the Bay Area and generally throughout the 
CCOS domain.  The latest evidence suggests that while RAMS performed well in simulating 
afternoon sea breeze development, the inland extent was too great and the model missed an 
essential convergence zone in the east bay that could be a major cause for the buildup of ozone in 
the Livermore area.  Therefore, the reduction of wind speeds by 50% everywhere was considered 
too extreme as it would deviate significantly from observed conditions. 
 
Reductions in PBL depth by 50% made much less impact, with the largest signals centered over 
all of the urban areas in the CCOS domain.  In these locations (eastern Bay Area included), 
ozone was reduced by 2-7 ppb due to the concentrating effect of urban NOx, which squelched 
the production of ozone.  Ozone increases were seen downwind of Sacramento in the Sierras and 
along an ozone front exiting the Bay Area through Solano, Yolo, and Sacramento Counties.  In 
both areas, concentrated VOC emissions increased the VOC:NOx ratio and increased ozone 
formation.  In a run with both reduced winds and PBL depth, the opposing effects combined to 
lead to practically zero impact in the eastern Bay Area.  
 
As RAMS meteorology was developing, several groups including NOAA and CARB were 
undertaking MM5 modeling of the same July/August 2000 episode and reporting higher (better) 
CAMx ozone performance throughout the CCOS domain with those meteorological fields.  A 
CAMx test was run using the best NOAA MM5 simulation at the time.  Whereas RAMS-based 
meteorology was leading to under predictions of ozone at Livermore by ~40 ppb, the MM5-
based meteorology halved the difference.  In-depth evaluations of the differences revealed that 
the MM5 winds were indeed much lighter than RAMS, and more surface-based convergence was 
evident in extreme eastern Alameda County.  As described in Section 4 of this report, and by 
ATMET (2004), the lighter MM5 winds were a direct result of nudging toward CCOS 
observations, many of which were taken at 2 m probe height (i.e., they measure weaker winds).  
Further, CARB has adopted MM5/CALMET hybrid meteorological fields (which are defined by 
the same observational dataset) to drive their July/August 2000 CAMx applications, and have 
achieved much higher ozone levels than even the MM5-based runs.  We believe that it is 
inappropriate to use such data for nudging, blending, or evaluating meteorological model 
performance, and have thus developed an alternative CCOS meteorological dataset for these uses 
that remove all known 2 m sources of wind measurements (see Section 4 and Emery and Tai, 
2004a). 
 
During the developmental CAMx simulations, both ATMET RAMS and BAAQMD MM5 
applications were configured with special high resolution grids placed over the Bay Area in an 
attempt to improve upon the definition of topography and land-water shorelines.  RAMS 
employed a 1-km resolution while MM5 used a 1.33-km grid spacing.  Meteorological modeling 
results from both RAMS and MM5 did not show the level of valley channeling and terrain 
blocking/trapping that was expected and needed for improved precursor transport pathways and 
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ozone buildup.  In fact, the RAMS results indicated an actual speeding up of sea-breeze winds 
through the Bay Area (ATMET, 2004) due to heightened temperature gradients and terrain 
slopes.  Tests with the resulting high-resolution meteorological fields on special 1/1.33-km 
CAMx nests also did not show significant impacts on predicted ozone.   
 
Ultimately, the use of MM5 was adopted for all Bay Area CAMx applications as a way to 
maximize the consistency between CARB and BAAQMD modeling efforts. 
 
 
Initial/Boundary Condition Sensitivity 
 
Early developmental CAMx simulations conducted by ENVIRON used rather clean and uniform 
boundary conditions that were based on Ozone Transport Assessment Group (OTAG) modeling1.  
At the same time, the group at the University of California at Riverside (UCR) undertook CAMx 
modeling for the July/August 2000 episode using boundary conditions adopted from the 
SARMAP modeling.  The UCR/SARMAP boundary conditions defined much higher ozone aloft 
(up to 70 ppb in the mid troposphere) as well as higher NOx and VOC concentrations.  
Furthermore, the UCR/SARMAP boundary conditions defined separate regimes for the western 
(over ocean) boundary and the inland (east, north, south) boundaries.   
 
UCR was achieving rather good performance in the Bay Area using CAMx in conjunction with 
the NOAA MM5 meteorological inputs.  Using RAMS meteorology and OTAG-based boundary 
conditions, ENVIRON was achieving very good results for all sites in the Bay Area that 
measured moderately low ozone (north bay and the urban core area), but was drastically under 
predicting all ozone levels measured above 100 ppb.  It was found that the ozone differences 
between the UCR and ENVIRON results were less than half due to the different meteorology (as 
described above), but mostly due to the different boundary conditions.  We conducted a simple 
test in which ozone boundary conditions were increased from 35 ppb (OTAG) to 60 ppb 
everywhere (no changes were made to precursor levels).  Results showed promise in increasing 
the highest ozone levels, but the performance for all other sites in the Bay Area was degraded 
because of a consistent over prediction bias. 
 
At the same time, it was becoming clear that the July/August 2000 episode was particularly 
influenced by regional wildfires, especially in the San Joaquin Valley where a large fire in the 
southern Sierras had led to aloft ozone measurements of 90-100 ppb (from ozone-sondes at 
Parlier and Granite Bay), and up to 160 ppb (from aircraft flights above Kern County).   Other 
fires were raging throughout the western U.S. for several days before and during the modeling 
episode, so a regional buildup of NOx, hydrocarbons, and ozone was clearly obvious in aloft 
measurements.  A procedure was devised to reflect these conditions within the CAMx initial and 
boundary conditions (described in Section 6).  Ozone and precursors were increased substantially 
based on the UCR/SARMAP values, and special boosts in NOx, VOC, and CO were applied 
along certain boundary segments through known fire areas in Nevada and southern California.  
Although little sensitivity (1-2 ppb) was seen in the Bay Area from this change, it had much 
larger influence in the Central Valley, southernmost Kern County, the Sierras, and Nevada (5-20 

                                          
1 OTAG modeling was conducted in the mid-1990’s to evaluate regional precursor and ozone transport in the mid- 
and eastern U.S.  The OTAG boundary conditions were set to very clean conditions to reflect the remote location of 
the domain boundaries. 
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ppb) where fire influences were observed.  The “fire-influenced” boundary conditions were 
maintained for all remaining developmental runs. 
 
 
Fire Emissions Sensitivity 
 
Given the clear evidence for high concentrations of forest fire emissions in the aloft 
measurements, there was an obvious potential for significant fire impacts on surface ozone levels 
during the July/August 2000 episode, particularly in the central valley.  In fact, this potential was 
seen to be so large for Kern County that the MAC deliberated the utility of this episode for SIP 
development in the San Joaquin Valley.  Besides the enormous uncertainty associated with fire 
emission estimates and its impact on simulated ozone for this episode, concerns about an 
approach to treat such fire influences in future year emission inventories continue to be raised at 
this time. 
 
A separate CAMx simulation (using MM5 meteorology and original OTAG boundary 
conditions) was conducted to isolate the role of estimated “natural” emissions (fires and 
biogenics) during the July/August 2000 episode.  With the general lack of natural NOx 
emissions, ozone remained near background levels (35-40 ppb) over the entire domain.  
However, in the immediate fire vicinity in the southern Sierras, fire emissions resulted in a 120 
ppb ozone peak, with 50-60 ppb ozone spreading into the southern San Joaquin Valley.  This 
indicated that 15-85 ppb of ozone was generated by the fire above background levels.  However, 
practically zero impact was seen in the Bay Area, Sacramento Valley, and northern SJV in this 
simulation as the MM5 winds transported the fire plume to the northeast into Nevada. 
 
Two additional cases were run with the full emissions inventory, one with RAMS meteorology 
and one with the NOAA MM5 meteorology, to investigate the differences in transport of fire 
emissions aloft (~3 km AGL).  These were compared to satellite imagery to gauge which model 
was more accurately representing the dispersion of the plume, and to determine if CAMx was 
generating ozone near the levels observed by aircraft.  The MM5 meteorology consistently sent 
the fire plume to the northeast into Nevada through July 31 – August 2.  Little ozone carryover 
was seen day-to-day over California.  The RAMS meteorology produced more day-to-day 
variation, with a tight plume transported northward along the spine of the Sierras on the 
afternoon of July 30 (exactly agreeing with satellite imagery), and later a more stagnant upper-
level flow that slowly moved the diffuse plume of 50-60 ppb ozone all over central California 
from the evening of July 31 through August 2.  This also agreed well with visible satellite 
imagery of the smoke plume on these days, as well as aircraft and ozone-sonde observations.  
For this reason, the RAMS simulated meteorology was considered to give a better representation 
of flow aloft.  We were also comfortable that the forest fire emission estimates could produce 
ozone concentrations aloft near measured levels. 
 
 
Emission Temperature Sensitivity 
 
The CARB developed CCOS emission estimates for temperature-sensitive sources (biogenics 
and on-road mobile) using temperature fields derived from their own in-house MM5 applications 
from very early in the project.  Evaluation of MM5 performance indicated that the model under 
predicted surface temperatures.  This could lead to under estimates of emissions, which as 
described above, are consistently the largest source of sensitivity in CAMx.  Therefore, we 
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undertook two tests in which the biogenic and on-road mobile emission estimates were re-
processed through EMS-95 using temperature fields that more faithfully replicated observed 
conditions through the episode.  However, it was not enough to simply use observational data 
due to lack of coverage in rural areas of the domain where biogenic sources were most 
important.  Since RAMS had shown much better performance for temperature, a hybrid field 
combining temperatures from RAMS and observations was constructed specifically for these 
tests.   
 
Separate CAMx tests were conducted for revised biogenics and on-road mobile emissions.  In 
both cases, the emission estimates did increase slightly over the standard CCOS inventory.  Bay 
Area impacts from the biogenics test indicated peak changes within ±5 ppb, with the largest 
increases in the north bay, and largest decreases in the south bay.  Very little change was seen in 
ozone for the revised mobile emissions test.  It was clear from these tests that temperature 
influences were not the cause of insufficient emissions in the model, and therefore not the 
primary cause of the overall under prediction magnitude.   
 
However, we cannot ignore the possibility that temperature errors used in EMS-95, in 
combination with various other emission uncertainties (speciation, VOC and NOx estimates for 
major source categories, etc.), could additively build toward a significant change in the emission 
inventory if taken together.  A final all-encompassing emissions sensitivity test was conducted 
that included the following changes: 
 

• Biogenics based on the RAMS-hybrid temperature fields 
• On-road mobile based on the RAMS-hybrid temperature fields 
• On-road mobile scaled according to the Harley (2003) factors described above for each 

basin in the domain 
• An additional 30% increase in SJV area sources for all species 

 
This run did not include any change in CB-IV speciation using the EPA default profiles.  Impacts 
to daily peak ozone in the Bay Area remained modest (~5-8 ppb), but increases of up to 15 ppb 
were predicted by CAMx in the San Joaquin Valley, with the largest increases in Kern County.  
While the emission modifications listed above certainly fall within the emission uncertainty 
bounds and may reflect an appropriate level of adjustment, their impacts continue to fall well 
short of the necessary ozone increases needed in all basins to reach adequate model performance. 
 
 
CAMx Algorithm Sensitivity 
 
Several sensitivity tests were run in the early developmental simulations to test the impacts of 
various CAMx options and input processing techniques.  The first invoked the CAMx PiG sub-
model.  This treatment is designed to handle the chemical aging of large NOx point source 
plumes to alleviate the immediate dilution of fresh NOx emissions to the grid and to age the NOx 
via several important inorganic pathways until the plumes can be better spatially resolved and 
treated on the grid.  All anthropogenic point sources emitting more than 1 ton/day NOx were 
flagged for this treatment; fire sources were not flagged.  Impacts to simulated ozone throughout 
the CCOS domain were very minimal.  The fact that California does not posses large NOx point 
sources equivalent to the major coal-fired power plants of the Midwest (the design focus for PiG) 
was a major reason for the lack of sensitivity.  Other reasons for the lack of sensitivity may 
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include: (1) the tendency for many point sources to be located in generally NOx-rich 
environments where ozone is already suppressed; and (2) the relatively high resolution grid leads 
to early release of PiG emissions to the grid and minimizes the chemical impacts of the PiG 
model.  Thus, the PiG was not invoked for the remainder of the developmental simulations. 
 
The second test invoked drought stress in the dry deposition routine.  The CAMx deposition 
model was developed by Wesley (1989) and includes a default seasonal dependence on 
vegetation activity to control surface uptake of gaseous pollutants into biota and other surfaces.  
However, the defaults are based on conditions in the mid- and eastern U.S., which for the 
summer season is in stark contrast to the much drier conditions in the western U.S.  Except for 
irrigated croplands, much of California could be considered to be drought stressed during the 
summer season relative to the rest of the country.   CAMx includes adjustments to vegetative 
uptake rates to emulate reduced exposure to stressed biota.  With reduced dry deposition rates, 
ozone and precursor concentrations should increase.  As expected, however, little impact on 
ozone was seen in this test.  Drought stress was not carried through the remainder of the 
developmental simulations. 
 
The third test investigated model sensitivity to the rates of horizontal diffusion diagnosed within 
CAMx.  Unlike vertical diffusion rates, CAMx internally calculates horizontal diffusion rates 
based on grid resolution and deformation of horizontal winds (shearing, etc.).  If these rates are 
too large, then ozone gradients and peaks may be smeared and under prediction bias results.  In 
this test, the horizontal diffusion was shut off completely to bound the problem.  Indeed the 
results clearly showed much tighter plumes, stronger gradients, and higher peaks in the Bay Area 
ozone patterns.  Peak ozone on July 31 increased on the order of 5-10 ppb in eastern Alameda 
and Contra Costa Counties.  Certainly the horizontal diffusion treatments in all air quality 
models are a concern and need to be reviewed (and possibly improved).  This may lead to a 
reduction in diffusion rates in the future, but they can never be zero; any reduction less than 
100% as demonstrated in this test will lead to minimal impacts to the ozone pattern. 
 
A more important and always contentious issue is the estimation of vertical diffusion rates.  In 
CAMx, these rates are supplied via external file as a way to maximize model flexibility and 
testing of alternative approaches.  All past modeling using various photochemical platforms have 
shown a great range of sensitivity to this parameter, and as such, it has been identified as a 
convenient way to tune model results toward desirable performance.  Although the “tuning” 
process is to be avoided (and is explicitly inadvisable in model guidance), it is nevertheless 
important to understand model sensitivity to vertical diffusion rates and mixing depths in each 
application.  We believe that a significant reason for the CARB’s good CAMx ozone 
performance in the central valley with the MM5/CALMET hybrid meteorological fields is due to 
their direct artificial reduction in the PBL depths (and thus vertical diffusion rates) in that region 
to ~500-700 m. 
 
We conducted one test in which we did not allow vertical diffusion rates to decrease below 
certain minimum values for all layers within 100 m of the ground.  These minimum values were 
based on land use characterization in each grid cell, in which no impact occurs over water, and 
maximum impact occurs over the roughest surfaces such as urban and forest.  The reason for this 
“patch” on the diffusion is to ensure that some level of moderate mixing occurs near the surface, 
particularly at night, to alleviate an artificial buildup of NOx (especially) and the resulting slow 
ozone buildup after sunrise.  Very often the output from models such as RAMS and MM5, from 
which diffusion rates are derived, result in zero vertical diffusion at night, thereby “over-
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stabilizing” the atmosphere near the surface.  The patching technique is a standard procedure that 
ENVIRON has applied in nearly every CAMx application around the country to date.  Impacts 
from the use of the revised vertical diffusion rates for the July/August 2000 episode were well 
within +/- 5 ppb on the afternoon ozone peaks.  Additional tests on the input diffusion fields 
should be conducted to fully understand model response and the role of vertical mixing in both 
episodes under consideration. 
 
 
EVALUATION OF VOC PERFORMANCE 
 
A large body of evidence was compiled from the developmental simulations conducted in this 
project, as well as from modeling undertaken by the CARB and Alpine Geophysics for the San 
Joaquin Valley (Tesche et al., 2004), which strongly suggested that CAMx ozone under 
predictions were chiefly a result of insufficient VOC emissions and/or incorrectly speciated CB-
IV compounds.  An analysis was undertaken by ENVIRON that compared VOC measurements 
and CAMx predictions for the July/August 2000 episode in the Bay Area, Sacramento Valley, 
and San Joaquin Valley.  This analysis is summarized below; see Emery and Tai (2004b) for 
additional details. 
 
 
Approach 
 
The hydrocarbon measurements were taken from the CCOS air quality database, and the CARB 
provided “species keys” that provided a mapping of the several hundred individual hydrocarbon 
species listed in the database to equivalent CB-IV and SAPRC99 compounds.  Two sets of 
measurement data were provided: a set of 3-hour lab-analyzed canister data from several sites in 
the CCOS study area, and a set of 1-hour field-calibrated GC-MS Saturn instrument data from 
three sites.  Both sets of data were prepared and evaluated for this analysis.  At the time, the 
CCOS air quality database did not include any data from PAMS sites, which utilize auto-GC 
instruments. 
 
The 1-hour GC-MS data provided many more samples, with many more species reported per 
sample, relative to the 3-hour dataset, which exhibited a paucity of canister samples and species.  
We therefore believe that the 1-hour data provided a much more robust source of VOC 
measurements, with the caveat that the precision of the GC-MS data may not have been as 
accurate as lab-analyzed canisters.  Many samples (primarily from 3-hour canisters) were 
disregarded due to lack of data. 
 
CB-IV VOC predictions were derived using CAMx v4.03; meteorological data came from a 
BAAQMD MM5 run, while emissions data came from an interim CARB inventory from the fall 
of 2003.  Some relatively minor updates to area and on-road mobile source emissions, and to the 
CB-IV speciation profiles used in EMS-95, have since been incorporated.  The initial/boundary 
conditions were ENVIRON’s “fire-influenced” set (as described in Section 6).  All other inputs 
remained consistent with previous CAMx runs performed for the District. 
 
Plots were developed comparing measured and simulated VOC concentrations for sites and 
periods at which sufficient data were available.  Total VOC and CB-IV compounds (ppbC) are 
shown for the 6-9 AM period.  The hours of 6-9 AM were chosen because this period should best 
represent primary VOC emissions in the data and in the model, as it coincides with peak 
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commute hours, low mixing rates, and zero to low reactive decay.  Data from 1-hour GC-MS 
sites were averaged over the 6-9 AM period.  The 3-hour canister samples directly coincided 
with the 6-9 AM period. 
 
Results from three areas are shown: the San Francisco Bay Area (SFBA), the Sacramento Valley 
(SAC), and the San Joaquin Valley (SJV).  For sites in the SFBA, the comparisons between 
observations and predictions focus on the morning of July 31; however, 6-9 AM averages of 1-
hour GC-MS data from the Sunol site were calculated over July 30 – August 1 for comparison.  
Multi-day averages were not calculated from SFBA 3-hour canister data due to insufficient data 
to develop reliable numbers.  For sites in the Sacramento (SAC) and San Joaquin (SJV) valleys, 
the comparisons between observations and predictions focus on the morning of August 1.  
Averages over multiple days were not calculated for any SAC and SJV sites due to insufficient 
data.     
 
 
Evaluation of Total VOC 
 
Figure 7-1 shows comparisons of measured and simulated 6-9 AM total VOC among the three 
sites that provided 1-hour VOC data: Sunol (SUNO, SFBA), Granite Bay (GNBY, SAC), and 
Parlier (PLR, SJV).  Total VOC at Sunol is provided for July 31 and for the average over July 30 
– August 1.  It is interesting to note that on the day of highest ozone in the SFBA (July 31) the 
total VOC at Sunol is actually slightly lower than the 3-day average.  Model performance is 
acceptable at Sunol and Granite Bay, but indicates a significant under prediction at Parlier by a 
factor of 2.5. 
 
Figure 7-2 shows measured and simulated total VOC at 6-9 AM July 31 among the five SFBA 3-
hour canister sites: Sunol (SUNO), Bodega Bay (BODB), San Leandro (LEAN), Bethel Island 
(BTI), and Patterson Pass (PATP).  Insufficient data were available in the 3-hour dataset to 
construct 3-day averages or to show total VOC at Patterson Pass on July 31.  All sites show 
under predictions, with model values at Bodega Bay and Bethel Island being low by about a 
factor of three.  Note that canister data at Bodega Bay (a “background” site) indicate higher total 
VOC than Sunol.  A comparison of 1-hour and 3-hour total VOC at Sunol on July 31 shows that 
the 3-hour VOC is higher by 35 ppbC, even though the 1-hour data contained significantly more 
hydrocarbon species than the 3-hour data (140 vs. 49).  The reason for this is unclear. 
 
Figure 7-3 presents total VOC at 6-9 AM August 1 at San Andreas (SGS, SAC) and Turlock 
(TSM, SJV), the only sites with sufficient 3-hour canister data in these regions.  Both 
measurements are on par with 1-hour GC-MS data from Parlier.  Both show under predictions, 
with San Andreas indicating that the model is low by more than a factor of 3.5. 
 
 
Evaluation of CB-IV Speciated VOC 
 
Figures 7-4 and 7-5 show the CB-IV species performance against 1-hour data at Sunol on July 31 
and for the 3-day average, respectively.  On July 31, the model performance is rather good and 
this agrees with performance for total VOC.  For the 3-day average, performance for PAR is 
good but other species exhibit more of an under prediction bias by typically 50%.  This is mainly 
due to higher measured values in the average while model values remain consistent with those on 
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Figure 7-1.  Total VOC measurements and predictions at three 1-hour GC-MS sites in the 
CCOS domain. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-2.  Total VOC measurements and predictions at five 3-hour canister sites in the SFBA 
region. 
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Figure 7-3.  Total VOC measurements and predictions at two 3-hour canister sites in the SAC 
(SGS) and SJV (TSM) regions. 
 
 
 

Figure 7-4.  CB-IV speciated measurements and predictions at the Sunol 1-hour GC-MS site on 
July 31. 
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Figure 7-5.  CB-IV speciated measurements and predictions at the Sunol 1-hour GC-MS site 
averaged over July 30 – August 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7-6.  CB-IV speciated measurements and predictions at the Sunol 3-hour canister site 
on July 31. 
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July 31.  The missing contributions from FORM, ISOP, ETOH, and MEOH would generally 
contribute a few more ppbC to total VOC. 
 
Figure 7-6 presents CB-IV species performance relative to 3-hour data at Sunol on July 31.  This 
plot reveals the cause of the higher 3-hour measured total VOC at this site: PAR is nearly double 
the 1-hour value.  Furthermore, TOL is more than doubled, and ALD2 shows a 5 ppbC 
contribution, both of which are severely under predicted. 
 
Figures 7-7 through 7-10 display the CB-IV species at Bodega Bay, San Leandro, Bethel Island, 
and Patterson Pass.  The severe under prediction of total VOC at Bodega Bay is due to PAR (93 
ppbC measured vs. only 26 ppbC simulated), where the PAR prediction is primarily comprised 
of the 20 ppb boundary conditions.  Model performance for other species is acceptable.  If the 
PAR sample data are correct, then further investigation into its source is necessary (possibly fire 
activity well to the north) and this may need to be modeled through higher boundary and/or 
initial conditions.  Similar performance is seen for San Leandro (Figure 7-8), where PAR is 
under predicted by ~30% and ALD2 is under predicted by a factor of 3.  Performance for other 
species is acceptable.  At Bethel Island (Figure 7-9), PAR is under predicted along with OLE and 
ALD2 (although not as severely as San Leandro).  Bethel Island also exhibits a strange spike for 
MEOH.  Much data are missing at Patterson Pass on July 31 (Figure 7-10), but for those CB-IV 
samples that are provided, model performance is generally acceptable.  Note the much higher 
ALD2 in the data that is a consistent feature at most sites. 
 
Moving to the Sacramento region, Figure 7-11 presents the model performance against 1-hour 
CB-IV measurements at Granite Bay on August 1.  In this case, the slight over prediction of total 
VOC is caused by too much PAR; performance for other species appears to be acceptable.  
However, note the strange spike in ethanol (ETOH) in the measurement data.  The only other site 
in this region with sufficient data to make a comparison is San Andreas.  Figure 7-12 shows the 
3-hour canister data for this site on August 1.  Here there are under predictions in most species 
that exhibit concentrations of more than 1 ppbC, including PAR (the biggest contributor), OLE, 
FORM, and ALD2.  Concentrations of TOL and XYL are appropriately low. 
 
Finally, in the San Joaquin area, Figure 7-13 shows model performance against 1-hour CB-IV 
measurements at Parlier on August 1.  The large under prediction of total VOC at this site 
(Figure 7-1) is seen to be caused by under predictions of CB-IV species virtually across the 
board, but especially for PAR and ALD2.  Other reactive VOCs (OLE, TOL, XYL, ETH) are all 
low by factors of 3 to 6.  Given that we consider the GC-MS data to be more robust than the 
canister dataset (based on consistently more samples and more chemical compounds per sample), 
this could be a significant finding.  Note, however, that GC-MS data quality is highly dependent 
on field calibration and the general consensus among the chemists is that canister data is usually 
more reliable (when available) than the GC-MS data.  At Turlock (Figure 7-14), model 
performance against the 3-hour canister data is much better and agrees rather well with most CB-
IV species.  While OLE is under predicted by a factor of 3, TOL and XYL are over predicted.  
The consistent under prediction of ALD2 appears at this site as well. 
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Figure 7-7.  CB-IV speciated measurements and predictions at the Bodega Bay 3-hour canister 
site on July 31. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7-8.  CB-IV speciated measurements and predictions at the San Leandro 3-hour canister 
site on July 31. 
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Figure 7-9.  CB-IV speciated measurements and predictions at the Bethel Island 3-hour 
canister site on July 31. 
 
 
 
 
 

Figure 7-10.  CB-IV speciated measurements and predictions at the Patterson Pass 3-hour 
canister site on July 31. 
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Figure 7-11.  CB-IV speciated measurements and predictions at the Granite Bay 1-hour GC-MS 
site on August 1. 
 
 
 

Figure 7-12.  CB-IV speciated measurements and predictions at the San Andreas 3-hour 
canister site on August 1. 
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Figure 7-13.  CB-IV speciated measurements and predictions at the Parlier 1-hour GC-MS site 
on August 1. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 7-14.  CB-IV speciated measurements and predictions at the Turlock 3-hour canister site 
on August 1. 
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Analysis of VOC:NOx Ratios 
 
An analysis of VOC:NOx ratios was undertaken for those sites reporting both reliable VOC 
canister and GC-MS measurements and NOx data.  Similarly to the analysis of VOCs reported 
above, the ratios were calculated for the 6-9 AM period for each day in which sufficient data 
were available.  Results are shown in Table 7-2. 
 
In the SFBA, 1- and 3-hourly observed and predicted VOC:NOx ratios were compared at Sunol, 
whereas 3-hourly ratios were compared at Bethel Island.  Measurements from both sites show 
NOx-rich conditions and the predictions agree rather well with this.  While VOC predictions 
agree with observations at Sunol, NOx is consistently under predicted.  This is likely due to the 
close proximity of this site to freeway emissions that the grid model cannot resolve.  The model 
varies between over and under predictions of both NOx and VOC at Bethel Island.  The general 
agreement between observed and predicted VOC:NOx ratios in spite of generally poor 
performance for each component concentration in the SFBA suggests that emission are in 
basically correct proportion but that meteorological influences are playing a role in overall model 
performance (at least in the east bay). 
 
In the Sacramento area, 1- and 3-hourly ratios were compared at Granite Bay (the only site with 
co-located instruments in the CCOS dataset).  The data and model also both indicate NOx-rich 
conditions east of Sacramento, with model over predictions of both NOx and VOC on August 1.  
This may be due to an incorrect placement of the urban precursor plume on this day (a 
meteorological factor), but it does not suggest a significant problem with the proportion of 
emissions. 
 
In the SJV, 1- and 3-hour ratios were calculated for Parlier and 3-hour ratios were determined for 
Turlock.  At Parlier, the large under predictions of VOC (as described above) is causing a NOx-
rich regime in the model while the measurement data inversely indicate a strong NOx-limited 
situation.  NOx concentrations are also under predicted at Parlier, but not nearly to the extent of 
the VOC under predictions.  At Turlock, the model is also far too NOx-rich, while the observed 
VOC:NOx ratio suggests conditions early in the episode that are much closer to optimum ozone 
formation potential.  In this case, however, high VOC concentrations are replicated rather well 
on most days, and it is the over prediction of NOx that is driving the modeled VOC:NOx ratios 
downward.  The simulated conditions in the SJV appear to be driven more by disproportionate 
emission estimates rather than meteorology. 
 
 
Conclusions 
 
Our conclusions from this analysis are as follows: 
 

• The 3-hour canister data from most CCOS sites exhibited very few hydrocarbon species 
samples relative to the 1-hour GC-MS sites.  Because of this, the 3-hour dataset did not 
provide sufficient information over CB-IV species and/or time period to allow inclusion 
into our analysis.  We therefore believe the 1-hour data to be more robust. 
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Table 7-2.  Compilation of observed and predicted 6-9 AM VOC and NOx concentrations at 
sites with co-located monitors in the CCOS air quality database.  Data from both 1- and 3-hour 
instruments are shown for days in which data were available.  Differences between 
observations and predictions greater than 30% are depicted in red. 

Site / VOC sample duration / date  VOC 
(ppbC) 

NOx 
(ppb) VOC:NOx 

Obs 78 25 3.2 Sunol 1-hr July 30 Pred 65 16 4.1 
Obs 51 37 1.4 Sunol 1-hr July 31 Pred 55 23 2.4 
Obs 86 37 2.3 Sunol 3-hr July 31 Pred 59 23 2.6 
Obs 71 77 0.9 Sunol 1-hr Aug 1 Pred 62 27 2.3 
Obs 58 14 4.1 Bethel Island 3-hr July 30 Pred 109 20 5.6 
Obs 153 22 6.9 Bethel Island 3-hr July 31 Pred 64 17 3.7 
Obs 148 31 4.8 Bethel Island 3-hr Aug 1 Pred 63 13 4.9 
Obs 101 28 3.6 Granite Bay 3-hr July 31 Pred 106 27 4.0 
Obs 72 13 5.5 Granite Bay 1-hr Aug 1 Pred 97 28 3.4 
Obs 354 24 15.0 Parlier 1-hr July 31 Pred 83 15 5.7 
Obs 169 24 7.2 Parlier 3-hr July 31 Pred 92 15 6.3 
Obs 184 12 15.3 Parlier 1-hr Aug 1 Pred 76 13 5.8 
Obs 159 23 7.0 Turlock 3-hr July 30 Pred 139 44 3.1 
Obs 152 23 6.6 Turlock 3-hr July 31 Pred 132 54 2.4 
Obs 167 35 4.8 Turlock 3-hr Aug 1 Pred 126 43 2.9 
Obs 208 56 3.7 Turlock 3-hr Aug 2 Pred 140 57 2.5 
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• In spite of the assertion above, there still exists large uncertainty concerning overall data 
quality in the CCOS VOC dataset, both for canister and GC-MS samples.  While certain 
findings from the analysis reported here are significant, they may be overly influenced by 
the inclusion of poor quality samples that appear to be reasonable from casual inspection 
without further supporting evidence to suggest otherwise. 

 
• We wish to stress that the performance results reported here should not be taken as an 

implication of the emissions inventory only.   If we are to believe the measurement data, 
then certainly some aspects of the results (e.g., significant differences for certain species, 
disagreement among observed/predicted VOC:NOx ratios) are likely associated with 
deficiencies in emissions, either in total mass, speciation profiles, temporal profiles, 
spatial allocation, etc.  However, there exists a large range of plausible explanations that 
involve meteorological performance (inaccurate mixing heights, wind field errors that 
cause the modeled urban plumes to miss the monitors, etc.), and at this point none of 
these should be ruled out. 

 
• Generally, there are consistent model performance issues that we have identified in the 

three basins and among most sites with useable measurements.  First, there is a general 
under prediction of total VOC and this is mainly attributable to insufficient PAR (since 
this contributes the bulk of VOC mass).  Second, the model lacks sufficient levels of 
higher aldehydes (ALD2), usually by large factors of 2 or more.  This is a surprising 
result and possible explanations are made difficult by the fact that model-to-sample 
comparisons are largely an “apples-oranges” dilemma.  Most ALD2 in the model is 
secondarily formed with some contributions from emissions (e.g., biogenics). ALD2 in 
the measurements is primarily from direct emissions, pieces of which are allocated to the 
CB-IV ALD2 bin for reactivity purposes (i.e., they are not necessarily carbonyl type 
compounds). 

 
• VOC performance in the SFBA showed consistent under predictions of total VOC.  A 

large discrepancy between 1-hour and 3-hour samples at Sunol (mainly PAR) remains 
unexplained.  The Sunol site indicates under predictions for reactive species (OLE, TOL, 
XYL) in both 1-hour and 3-hour samples.  There is evidence from Bodega Bay that 
background levels of PAR are too low, although this could be caused by old smoke 
plumes originating well to the north of the CCOS domain.  Generally, performance for 
individual CB-IV species other than PAR was acceptable (with a few exceptions).  
Limited VOC:NOx ratio data and predictions indicate that the east bay is NOx-rich. 

 
• VOC performance in the Sacramento region indicates mixed performance for total VOC 

on August 1.  Granite Bay indicates just a slight over prediction of 1-hour data, with 
generally good performance across CB-IV species, while San Andreas shows significant 
under predictions of 3-hour PAR, OLE, and carbonyls.  There were insufficient data to 
compare 1-hour and 3-hour data at Granite Bay.  Observations and predictions of 
VOC:NOx ratios at Granite Bay agree that conditions east of Sacramento are NOx-rich. 

 
• VOC performance in the SJV region showed consistent under predictions of total VOC, 

with especially poor performance at the Parlier GC-MS site.  CB-IV species were under 
predicted across the board at that site.  Results in Turlock were better, with a slight under 
prediction of total VOC from low PAR, OLE, and ALD2.  There were insufficient data to 
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compare 1-hour and 3-hour data at Parlier.  VOC:NOx analyses also suggest a problem 
with disproportionate VOC and NOx emissions in the SJV. 

 
 
USE OF THE PROCESS ANALYSIS TOOL 
 
“Process analysis” refers to techniques to quantitatively track individual physical and chemical 
process that contribute to changing pollutant concentrations for a grid cell or collection of grid 
cells within photochemical grid models.  Process analysis provides dynamic information such as 
horizontal and vertical pollutant fluxes crossing cell boundaries, chemical production and 
consumption rates, emission rates, deposition rates, and initial and final concentrations.  The 
latest version of the Process Analysis Tool (PAT) was designed to gain a better understanding of 
atmospheric reaction networks and to improve our ability to characterize the chemistry that leads 
to poor air quality. 
 
Vizuete et al. (2004) detail the application of PAT in CAMx to study modeling phenomena in the 
San Francisco Bay Area during the Central California Ozone Study (CCOS) episode of July 30 – 
August 2, 2000.  This evaluation employed CAMx v4.03, with process analysis code 
modifications applied by the University of Texas (UT).  ENVIRON configured that version of 
the model to run a process analysis domain over the San Francisco Bay Area and ran the model 
for the episode.  Evaluation of the Integrated Process Rate (IPR) and Integrated Reaction Rate 
(IRR) output generated for the Bay Area PA domain was then performed by UT.  The focus of 
the analysis was on the key episode day of interest, July 31, 2000.  The following summarizes 
the methodology and results; more details are provided by Vizuete et al. (2004). 
 
 
Methodology 
 
The process analysis tool aggregates CAMx grid cells horizontally and model layers vertically 
resulting in a single large cell that effective mimics a box model.  This large cell, or process 
analysis box (PAB), represents the total system that the PAT analyzes.  Pollutant fluxes are 
calculated crossing the boundary of this box and source and sink rates are represented within the 
box.  The goal is to define a PAB that captures the modeling phenomena under investigation 
without diluting the characteristics of the performance in question with a large box.  In contrast, 
a box of inadequate dimension will result in the dominance of transport processes erasing the 
chemical features of the modeling event.  The location of the box is also a consideration.  Large 
emission sources relatively close to the boundaries of the PAB may have to be incorporated.  
Sizeable concentration gradients will cause transport processes to dominate over all other rates.  
Vertically, the height of the sub-domain should match the evolution of the planetary boundary 
layer or mixing height throughout the simulation day.  
 
For this analysis, two areas in the eastern San Francisco Bay Area were chosen.  A northern 
domain was chosen to evaluate the region where the model predicts high ozone concentrations in 
the east bay.  The southern domain was chosen to evaluate the region where the model under 
predicts the highest ozone recorded in the Bay Area.  The horizontal domain chosen for the 
northern source region is represented in Figure 7-15.  The 640 km2 sub-domain encompasses a 
heavily industrial and suburban area along the Sacramento River.  The southern region of this 
sub-domain consists largely of natural terrain, including Mt. Diablo State Park with a mountain 
peak 1,170 meters above sea level.  This domain was chosen to include the source region near 
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A 
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Figure 7-15.  (A) The location of the 640 km2 sub-domain, outlined in black, used by the 
process analysis tool for the northern source region.  (B) A close up view of the sub-domain.  
The black dots represent the lower left corner of the 4 km CAMx grid cells.  Observed data was 
used from the monitor stations that are highlighted on the map. 
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the river in addition to the region of high modeled ozone concentrations over the park area.  This 
domain also contains three ground monitor stations where observed concentrations of NO, NO2, 
ozone, and certain volatile organic carbons (VOC) were recorded.  The location of these stations 
and the data collected at the stations are shown on the map.  
 
The horizontal domain chosen for the southern ozone region is represented in Figure 7-16.  The 
640 km2 sub-domain includes several interstate highways with heavy traffic activity and 
suburban areas.  The northern and eastern region of this sub-domain consists largely of natural, 
hilly terrain.  This domain contains four ground monitor stations where observed concentrations 
of NO, NO2, ozone, and certain volatile organic carbons (VOC) were recorded.  The location of 
these stations and the data collected at the station are shown on the map. 
 
The PAT allows the process analysis box to follow changes in mixing height throughout the 
simulation day.  In the CAMx model vertical mixing is a function of the layer interface 
diffusivity or “Kv” value.  These values can vary spatially and temporally due to the 
heterogeneity of terrain and meteorological conditions.  An incorrect input of mixing heights into 
the PAT will result in large vertical transport of pollutants across the top boundary.  This is an 
undesired result as it will mask the important chemical processes that are occurring throughout 
the planetary boundary layer (i.e., ventilating the box model).   
 
Mixing heights were determined by qualitatively analyzing the evolution of the Kv values for 
each grid cell in the PAB.  Figure 7-17 shows the evolution of the mixing height within the 
process analysis box for the northern and southern PABs.   The black horizontal grid lines 
represent the CAMx grid layers and the red line is the mixing height.  The light blue and yellow 
boxes show the layers that were entrained and detrained respectively each hour.  Once the 
vertical and horizontal dimensions of the process analysis box were determined they were then 
entered into the process analysis tool.  The PAT generated two excel files representing the 
model’s physical and chemical processes occurring within the box.  These results will now be 
discussed.  
 
 
Process Analysis Results 
 
In both regions (northern and southern) vertical advection played an important role in the 
transport of pollutants across the boundaries of the process analysis boxes (Figures 7-18 and 7-
19, respectively).  This can be attributed to the heterogeneity of the terrain under analysis.  These 
differences in terrain account for a wide range of mixing and vertical advection. 
 
Similar chemical characteristics were evident in the atmospheres of both regions.  The process 
analysis tool determined that the modeled atmosphere is NOx-rich and VOC-limited.  The 
composition of the VOC that was available in the atmosphere was predominantly low-reactive 
paraffins.  Since both areas incorporated natural terrain a significant amount of isoprene was 
emitted during the day into both process analysis boxes.  Nevertheless, there were still 
inadequate amounts of reactive VOC available to generate large amounts of ozone chemically. 
This is evident in all the cycle diagrams that are output by the process analysis tool (Figure 7-
20).  The chemical NOx cycles, radical cycles, chemical production of ozone, and percentage of 
OH reacting with VOC were all at insufficient levels.  The southern region was slightly more 
reactive and had higher radical cycles due to the inclusion of more olefins (Figure 7-21).  This 
still fell far below the levels needed to reach observed ozone peaks in the Livermore area.  In the 
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Figure 7-16.  (A) The location of the 640 km2 sub-domain, outlined in black, used by the 
process analysis tool for the southern ozone region.  (B) A close up view of the sub-domain.  
The black dots represent the lower left corner of the 4 km CAMx grid cells.  Observed data was 
used from the monitor stations that are highlighted on the map. 
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Figure 7-17.  The evolution of the mixing height within the process analysis sub-domain for the 
(A) northern and (B) southern region.  The x-axis represents the hours of the simulation day and 
the modeling height is shown vertically.  The black horizontal grid lines represent the CAMx grid 
layers and the red line is the mixing height.  The light blue and yellow boxes show the layers 
that were entrained and detrained, respectively. 
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Figure 7-18.  Ozone model concentrations and the processes that contribute to the final 
concentration for the northern ozone region.  Observed data are shown from three monitor 
stations (BTI, KRE, PBG) as one hour averages. 
 
 
 

Figure 7-19.  Ozone model concentrations and the processes that contribute to the final 
concentration for the southern ozone region.  Observed data is shown from two Livermore 
monitor stations (LVF,LVR1) as one hour averages. 
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Figure 7-20.  Ozone production diagram including radical and NOx cycles in the northern 
source region for hours 8-18. 
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Figure 7-21.  Ozone production diagram including radical and NOx cycles in the southern 
ozone region for hours 8-18. 
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full gridded CAMx model the areas of high ozone concentration occurred over natural areas 
where sufficient isoprene emissions mixed with pollutants from the urban plume. 
 
The low concentrations of reactive VOCs in the atmosphere were not consistent with observed 
VOCs.  The Bethel Island (BTI) station in the northern source region provided ground VOC 
data, but only at three hour averages and for a limited number of VOCs.  In this region the model 
under predicts the amount of olefins and aldehydes in the atmosphere by a factor of 5.  In the 
southern ozone region the Sunol (SUNO) ground station provided speciated VOC data at one 
hour averages for a limited number of VOCs.  Similarly to the northern region, the model under 
predicts the amount of olefins, toluene, xylene, and aldehydes in the atmosphere by as much as a 
factor of 5.  The model’s inability to generate the observed concentrations of aldehydes could be 
evidence that the model is not fully capturing all the atmospheric VOC chemistry.  However, 
some reactive olefins are also classified as ALD2 which points to an underrepresented emission 
inventory.  Observed ethylene concentrations were consistent with model values.  This suggests 
that the meteorology of the model has been properly simulated and is not the cause of the 
OLE/ALD2 discrepancies.  Further investigation is needed to explore the discrepancies found in 
the OLE emission inventory.  The strongest possibility for the low reactivity could be the lack of 
total VOC and/or the improper speciation of the general anthropogenic emission inventory.     
 
 
USE OF THE DECOUPLED DIRECT METHOD FOR JULY 1999 
 
The CARB has undertaken their own CAMx modeling of the July 1999 episode, using 
meteorological fields developed from their own in-house MM5 applications.  They have reported 
very good air quality model performance for the Bay Area, Sacramento, and SJV areas for July 
11 and 12.  In contrast, the BAAQMD applications using a combination of RAMS and MM5 
meteorology were not performing as well.  It was noted that the CARB continued their use of a 
relatively shallow domain depth of 5 km and relatively high ozone top boundary conditions of 70 
ppb (taken directly from their July/August 2000 applications).  The basis for CARB’s use of high 
top and lateral boundary conditions for the July/August 2000 case (established from SARMAP 
profiles) was the measured concentrations aloft attributed to the widespread fire activity.  Given 
the lack of fires for the July 1999 episode, the lack of any aloft measurements, and the shallow 
domain depth, the question was posed as to whether their replication of high ozone throughout 
the state was serendipitously associated with high contributions from the boundaries. 
 
To answer this question, the BAAQMD obtained the July 1999 CAMx configuration and input 
files from CARB and successfully replicated their results.  ENVIRON invoked the Decoupled 
Direct Method (DDM) probing tool in CAMx v4.03 to investigate the sensitivity of ozone to 
boundary conditions of ozone, VOC, and CO2.  Further, since this configuration led to acceptable 
ozone performance throughout the state, the DDM was used to assess ozone sensitivity to 
emission categories and source regions as a first glimpse into potential transport impacts.  A brief 
summary of DDM is provided below, followed by the methodology and results of the analysis 
performed for the July 1999 episode. 
 
 

                                          
2 Note that for some unknown reason the CARB provided zero boundary conditions for NOx. 
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Description of DDM 
 
The model sensitivity of one model parameter (e.g., ozone) to another parameter (e.g., NOx) is 
expressed as a differential d[O3]/d[NOx] that can be expanded into a Taylor series, where each 
term represents a successively higher-order contribution to the total sensitivity.  The DDM 
treatment determines the first-order term of this differential; the output parameter is termed a 
“sensitivity coefficient.”  DDM can track and report the sensitivity of any species to any other 
species, whether the latter is generated from chemistry, initial/boundary conditions, or emissions. 
 
The DDM thus provides some information on how the primary species concentration would 
change given a change in the secondary species.  Since this approach determines only the first-
order effect, DDM cannot explain the entire spectrum of impact that would actually result if 
CAMx were to be rerun with a specific change in the target species/source.  As a rule of thumb, 
DDM can explain approximately 2/3 of the expected signal, with the higher order terms taking 
up the remaining 1/3.  This means that DDM is accurate in explaining sensitivity from relatively 
modest changes in emissions, boundary conditions, or chemical production on the order of 20-
30%.  Larger relative changes lead to a stronger contributions from higher-order terms and thus 
reduce the representativeness of the DDM sensitivity coefficients.  A more complete description 
of the CAMx DDM approach is provided in the model’s User’s Guide (ENVIRON, 2003). 
 
 
Evaluation of Ozone Sensitivity to Boundary Conditions 
 
An initial DDM run was conducted to test the influences of initial/boundary/top conditions 
provided to CAMx in the CARB configuration.  DDM sensitivity coefficients were defined to 
separately track ozone, VOC, and CO on the north, east, west, south, and top boundaries, along 
with the initial conditions specified over the entire modeling grid at the start of the simulation.  
Plots of the resulting sensitivity coefficient fields for each species and source were plotted at 3 
PM local time on July 11. 
 
The baseline surface ozone distribution simulated by CAMx at 3 PM on July 11 is shown in 
Figure 7-22.  High ozone near and above 120 ppb is seen ringing the Bay Area, and north of 
Sacramento.  Elevated ozone can be seen from Modesto, Stockton, Fresno, and Bakersfield as 
well.  Plots of the largest sensitivities are shown in Figures 7-23 through 7-25.  Northern 
boundary ozone (Figure 7-23) shows contributions in the northwestern portion of the state and all 
along the California coastline (nearly identical transport patterns were seen for July/August 
2000).  The sea-breeze circulation into the Bay Area provides 10-15 ppb sensitivity in the east 
bay.  One way to look at this result is that a scaling of the northern ozone boundary conditions by 
10% would reduce the ozone signal in the east bay by 10%*(15 ppb), or a reduction of ~1.5 ppb.  
A 100% reduction would likely lead to a somewhat larger impact than 15 ppb because of DDM’s 
lack of influence from the higher order terms. 
 
Northern boundary VOC leads to a surprisingly large sensitivity in the east bay, approaching 15 
ppb (Figure 7-24).  This is due to transport along the coast (where very little chemistry is active 
to convert low-reactive VOC such as PAR) and the inland penetration with the sea breeze that 
mixes with local NOx emissions and generates a sudden ozone contribution.  A similar pattern is 
seen for northern boundary CO, with a peak sensitivity of 6 ppb in the east bay (Figure 7-25).  
No significant contributions from any other species, from any other boundary (top included) 
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Figure 7-22.  Simulated ozone (ppm) in the CCOS modeling domain at 3 PM local time on July 
11, 1999 using the CARB CAMx configuration. 
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Figure 7-23.  DDM ozone sensitivity coefficient field for northern boundary ozone at 3 PM local 
time on July 11, 1999. 
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Figure 7-24.  DDM ozone sensitivity coefficient field for northern boundary VOC at 3 PM local 
time on July 11, 1999. 
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Figure 7-25.  DDM ozone sensitivity coefficient field for northern boundary CO at 3 PM local 
time on July 11, 1999. 
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were seen in the Bay Area.  The top boundary conditions resulted in the largest surface ozone 
sensitivity over the Sierras. 
 
Total sensitivity from all species from the northern and top boundaries are plotted in Figure 7-26.  
A local peak sensitivity is seen in the east bay, due to the contribution from northern boundary 
ozone, VOC, and CO, while the high sensitivity over the Sierras is evident from the top 
boundary.  In order to gauge the relative importance of these sensitivity levels, the plot in Figure 
7-26 was normalized by the total ozone field in Figure 7-22 and is shown in Figure 7-27.  Note 
that over the central valley in particular, there is no significant relative sensitivity to top or 
northern boundary conditions, with values of 20% or less. 
 
In summary, the maximum sensitivity in the Bay Area relative to total peak ozone in the east bay 
is ~35% in these tests (mainly from north boundary ozone and VOC).  However, the key result 
of this analysis is that the low model top and fairly large top boundary conditions specified in the 
CARB model configuration are not significantly impacting model performance in areas of 
central California where high ozone is simulated. 
 
 
Evaluation of Ozone Sensitivity to Emissions 
 
Two additional DDM runs were conducted to track ozone sensitivity to emissions of NOx, VOC, 
CO: 
 

• Anthropogenic vs. biogenic emissions over the entire domain 
• Total emission (anthropogenic + biogenic) from 5 source regions (see Figure 7-28). 

 
The sensitivity coefficient fields for anthropogenic and biogenic NOx at 3 PM local time on July 
11, 1999 are shown in Figure 7-29.   The NOx-rich conditions that suppress ozone formation is 
quite obvious in the Bay Area, and near-zero sensitivity is seen for the central valley cities (as 
depicted by green “holes” in the plots).  However, the rural central valley, and particularly rural 
Sacramento Valley and Sierra foothills are rather sensitive to anthropogenic NOx.  Biogenic 
NOx is insufficient to generate more than a few ppb ozone anywhere in the domain.  Figure 7-30 
shows a similar plot for anthropogenic and biogenic VOC.  Both emission sources show very 
similar results, and as expected the largest sensitivity is seen in the NOx-rich Bay Area (~60 and 
~40 ppb, respectively).  Smaller areas of sensitivity are seen in the central valley cities, with 
much lower sensitivity in rural areas of the central valley. 
 
The sensitivity to NOx by source region is shown for the same date and time in Figure 7-31.  For 
NOx originating in the Bay Area (Figure 7-31a), the largest positive and negative sensitivity 
exists within the Bay Area (although it is mostly negative).  There is some minor sensitivity to 
Bay Area NOx in the southern Sacramento Valley and the northern SJV.  For NOx originating in 
the central valley, there is only modest local positive NOx sensitivity, but it is practically zero in 
the urban areas.
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Figure 7-26.  Total DDM ozone sensitivity coefficient field for northern and top boundary 
conditions (all species) at 3 PM local time on July 11, 1999. 
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Figure 7-27.  Total DDM ozone sensitivity coefficient field for northern and top boundary 
conditions (all species) normalized by the total ozone field at 3 PM local time on July 11, 1999. 
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Figure 7-28.  Definition of source regions for the CAMx DDM application. 

 
Figure 7-29.  DDM ozone sensitivity coefficient field for anthropogenic and biogenic NOx 
emissions at 3 PM local time on July 11, 1999. 
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Figure 7-30.  DDM ozone sensitivity coefficient field for anthropogenic and biogenic VOC 
emissions at 3 PM local time on July 11, 1999. 
 

 
Figure 7-31.  DDM ozone sensitivity coefficient field for (a) total NOx emissions from the Bay 
Area and (b) total NOx emissions from Sacramento at 3 PM local time on July 11, 1999. 
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Figure 7-31 (continued).  DDM ozone sensitivity coefficient field for (c) total NOx emissions 
from the northern SJV and (d) total NOx emissions from the central SJV at 3 PM local time on 
July 11, 1999. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-31 (concluded).  DDM ozone sensitivity coefficient field for (e) total NOx emissions 
from the southern SJV at 3 PM local time on July 11, 1999. 
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The sensitivity to VOC by source region is shown in Figure 7-32.  Again, the Bay Area shows 
the highest VOC sensitivity; the maximum exists in the east bay and is nearly co-located with the 
maximum negative NOx sensitivity.  In the central valley, the urban areas are most sensitive to 
VOC.  Ozone in rural southern Sacramento and northern SJV are about equally sensitive to local 
and Bay Area-generated VOC.  The CO pattern by source region (not shown) is very similar to 
the VOC pattern, but at much lower levels. 
 
In summary, ozone sensitivity to emissions is much larger than to boundary conditions.  Ozone is 
nearly as sensitive to biogenic VOC than anthropogenic VOC in all regions.  The Bay Area 
shows the most sensitivity to NOx, VOC, and CO emissions.  More anthropogenic and/or 
biogenic VOC will increase ozone in the east bay, while less anthropogenic NOx will also 
increase ozone.  A weaker or delayed sea breeze can delay the onset of negative NOx sensitivity 
from moving into the Concord and Livermore areas. 
 
Ozone in the southern Sacramento and northern SJV regions is modestly sensitive to Bay Area 
NOx and VOC emissions (sensitivity coefficients are ~10 ppb).  In the central valley, ozone in 
the major urban areas is insensitive to NOx, but very sensitive to VOC; rural areas are equally or 
more sensitive to NOx than VOC. 
 

 
 
Figure 7-32.  DDM ozone sensitivity coefficient field for (a) total VOC emissions from the Bay 
Area and (b) total VOC emissions from Sacramento at 3 PM local time on July 11, 1999. 
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Figure 7-32 (continued).  DDM ozone sensitivity coefficient field for (c) total VOC emissions 
from the northern SJV and (d) total VOC emissions from the central SJV at 3 PM local time on 
July 11, 1999. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-32 (concluded).  DDM ozone sensitivity coefficient field for (e) total VOC emissions 
from the southern SJV at 3 PM local time on July 11, 1999. 
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BAAQMD CAMx APPLICATIONS FOR CCOS 2000 
 
Previous photochemical modeling studies conducted for central California have shown mixed 
results in terms of the benefit of applying FDDA in generating meteorological fields for the 
purpose of improving simulations of ozone.  Tanrikulu et al. (2000) applied FDDA in the MM5 
meteorological model and produced improved statistical performance for wind and temperature 
fields, which in turn improved ozone modeling.  Umeda and Martien (2002) applied FDDA in 
the RAMS meteorological model and also improved statistical performance of meteorological 
fields.  However, they showed that the photochemical model performance did not improve when 
they used the meteorological fields generated with FDDA.  In this section, we build on these 
earlier studies, by applying the CAMx version 4.03 using the BAAQMD MM5 simulations 
described at the end of Section 4: 
 

• Run 1 used the Noah Land-Surface Model (LSM; Chen and Dudhia, 2001) without 
FDDA; 

• Run 2 used the Noah LSM with analysis nudging on the 36-km domain and observational 
nudging on the 4-km domain; 

• Run 3 used the 5-layer soil model (Dudhia, 1996) without FDDA. 
 
The two objectives are, first, to present the ozone performance in central California for this 
modeling system with Run 3 meteorological fields, and second, to determine whether the 
meteorological fields with the best statistical performance necessarily generate the best ozone 
performance.  To carry out the second objective, we investigate the importance of relatively 
subtle flow features, such as the location of a mesoscale convergence zone, to the photochemical 
modeling.  Such features cover a small geographic area and may therefore be given little weight 
in a statistical evaluation of the meteorological model performance, but they could have a 
significant influence on the location and timing of peak ozone values, which are important in 
regulatory modeling applications. 
 
 
Model Description and Inputs 
 
CAMx was run for a 5-day period for each of the three MM5 meteorological inputs described 
above.  For easy reference, the CAMx runs are referred to as Run 1, Run 2 and Run 3, 
corresponding to the names of the three MM5 runs described at the end of Section 4.  All 
simulations started on 0400 PST on July 29, 2000, and continued to 0000 PST on August 3, 
2000.  All simulations described here applied the SAPRC-99 chemical mechanism (Carter, 
2000).  Day-specific emissions for point, area, biogenic, and on-road mobile sources for this 
modeling period were prepared by the CARB.  Initial and boundary conditions were adapted 
from those used in the SARMAP air quality modeling (DaMassa et al., 1996).  As described in 
Section 6, these boundary conditions were modified slightly based on an average of four CCOS 
aircraft flights collected over the Pacific Ocean at about 250 km offshore. 
 
 
Results 
 
Figure 7-33 shows the peak simulated ozone distribution in Run 3 over the entire CCOS domain 
at 1600 PST, July 31, 2000, the date and time of the peak simulated ozone in the SFBA.  There is 
a clear relationship between the areas of predicted high ozone and the distribution of the region’s 
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metropolitan areas and a large forest fire that occurred during this period.  Figure 7-33 shows 
five areas of high ozone mixing ratios in the Central Valley.  Starting from the north, there is an 
area of high ozone just east of Sacramento, followed to the south by regions of high ozone close 
to the two Central Valley cities of Stockton and Modesto.  Continuing further southward, there is 
an ozone high just south of Fresno and another near Bakersfield.  The high ozone northeast of 
Bakersfield in the southern Sierra Nevada is due to the Manter forest fire, which had burned 
more than 60,000 acres by July 31, 2000. 
 
A scatter plot of simulated versus observed surface-level ozone (Figure 7-34) shows a reasonable 
degree of correlation for each of the three days.  The correlation coefficient of the linear 
regression for the three days combined is 0.78.  The slope of the regression equation is 0.92 and 
the intercept is 0.2 ppb.  However, there are some disagreements between predicted and observed 
peak values.  There is an over prediction of the daily maximum ozone in the Sacramento Valley 
on July 31 (crosses in Figure 7-34).  The simulated maximum ozone for July 31 in the 
Sacramento area was 145 ppb, whereas the observed maximum was 103 ppb.  In the San Joaquin 
Valley, the simulated maximum ozone for July 31 was 132 ppb (outside the area obviously 
influenced by the Manter forest fire) versus the observed 115 ppb.  However, this over prediction 
problem is not systematic.  The model under predicted the daily maximum ozone in the 
Sacramento area by 9 ppb on August 1 (circles) and in the San Joaquin Valley by 38 ppb on 
August 2 (triangles), respectively – the days when each area exceeded the federal 1-hour ozone 
standard.  
 
Table 7-3 shows the three key EPA 1-hour ozone performance statistics for three regions: the 
SFBA, the Sacramento area and the San Joaquin Valley.  In computing the unpaired peak 
prediction accuracy, the predicted peak is taken within a 25 km radius of the location of the 
observed peak for a given region.  In computing the normalized bias and error, the predicted 
ozone is paired (in time and space) to the observed value.  Prediction-observation pairings in 
which the observation was below 40 ppb were not included in the statistics.  Table 7-3 shows 
that most of the statistics are within the EPA’s suggested performance criteria, according to their 
1-hour ozone modeling guidance (EPA, 1991).  The features of the predicted ozone described 
here for Run 3 also appear in Run 1 and Run 2.  There are slight differences in the locations and 
the values of the maximum ozone among these runs.  Yet, these slight differences can have 
important implications for regulatory applications.  A detailed discussion of the differences 
among the runs for the SFBA on July 31 will be presented in the next subsection. 
 
 

Table 7-3.  Model performance statistics for Run 3. 
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Figure 7-33.  Simulated ozone distribution in Run 3 over the CCOS domain at 1600 PST, July 
31, 2000.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-34.  Scatter plot of observed and simulated ozone with Run 3 meteorological inputs for 
July 31 (crosses), August 1 (circles), and August 2 (triangles). 
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Simulated Ozone Distribution in the SFBA on July 31, 2000 
 
As mentioned in Section 2, the ozone exceedances at Livermore account for nearly half of the 
total ozone exceedance in the SFBA.  Livermore is situated in the south end of the Tri-Valley, an 
L shaped valley area that roughly connects Concord to Livermore.  A major highway (I-680) 
runs north-south in the western part of the valley and another highway (I-580) runs east-west in 
the southern part of the valley.  The traffic is often congested on both highways and the 
mountains around the valley channel the local winds and reduce their speed. 
 
Figure 7-35 shows the wind pattern at 1400 PST, July 31, 2 hours before the observed ozone 
maximum at Livermore.  The wind coming from the Pacific Ocean splits into two branches after 
entering the San Francisco Bay: one tends southward toward the Santa Clara Valley, and the 
other tends northward through the Carquinez Strait.  The northwesterly wind at the north end of 
the Tri-Valley is correlated with high ozone in Livermore.  Several large refineries and power 
plants are located along the Carquinez Strait.  We suspect that this northwesterly wind transports 
additional emissions to Livermore.  It may be the combination of the abundant emission sources 
and the enclosed valley that make the Livermore area particularly conducive to the formation of 
high ozone. 
 
The simulated ozone distribution in the SFBA for Run 3 at 1600 PST, July 31, 2000 is shown in 
Figure 7-36.  The ozone mixing ratios are less than 60 ppb by the coast and in the central urban 
region rimming the San Francisco Bay.  The predicted high ozone in the northeastern corner of 
Figure 7-36 is located downwind of Sacramento.  In the SFBA, there is an arc-shaped line of 
high ozone surrounding Livermore.  The maximum simulated ozone in the SFBA was 123 ppb 
16 km north of Livermore.  The maximum observed ozone at Livermore was 126 ppb. 
 
Figure 7-37 shows the MM5-generated surface-level wind vectors superimposed on the ozone 
distribution.  One of the most prominent features of this wind field is the strong sea breeze, 
which transports the relatively clean offshore air to the onshore coastal areas.  Over the land, this 
simulation captured most of the main wind features presented in Figure 7-35: the northward and 
southward branching of the wind over the San Francisco Bay, the northwesterly flow at the north 
part of Tri-Valley, and the wind convergence near Livermore.  Just east of Livermore, the 
direction of the wind is from north, matching the observed wind direction.  Figure 7-37 also 
indicates that, in this particular case, the wind and emissions did not pass over the Altamont Pass 
(between Livermore and Tracy) to the Central Valley.  There is a close association between the 
location of maximum wind convergence and the location of the peak ozone.  This association 
between convergence zones and peak ozone also exists in Run 1 and Run 2 simulations. 
 
The overall simulated ozone distribution and wind pattern at 1600 PST, July 31, 2000 for Run 1 
(Figure 7-38) and Run 2 (Figure 7-39) are quite similar to those for Run 3.  There are some 
subtle differences in the Tri-Valley area.  The wind in Run 1 has a more westerly component 
south of the Carquinez Strait.  This may prevent the stationary-source emissions along the Strait 
from entering the Tri-Valley.  Near Livermore, the westerly wind is also stronger.  These 
stronger westerly winds can be attributed to the stronger temperature contrast between the ocean 
and the Central Valley in the runs with the Noah LSM.  The effect of this stronger westerly is to 
move the southern part of the high ozone area further to the east, from near Livermore to Tracy, 
a station 20 km east of Livermore.  The northern part of the high ozone area also moved 
eastward slightly.  The simulated maximum ozone is located 23 km northeast of Livermore with 
a magnitude of 120 ppb. 
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Figure 7-35.  The wind distribution in the SFBA at 1400 PST, July 31, 2000. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-36.  The simulated ozone distribution over the SFBA for Run 3 at 1600 PST, July 31, 
2000. 
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Figure 7-37.  The simulated ozone distribution over the SFBA for Run 3 at 1600 PST, July 31, 
2000, with wind vectors overlaid. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-38.  As in Figure 7-37, but for Run 1. 



January 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_7.doc 7-50 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-39.  As in Figure 7-37, but for Run 2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-40.  Scatter plots of the observed and the simulated ozone in the SFBA for Run 1 
(circles), Run 2 (triangles), and Run 3 (crosses). 



January 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_7.doc 7-51 

The application of FDDA in Run 2 improved the wind near the Carquinez Strait, but it further 
increased the westerly wind speed near Livermore and moved the southern part of the 
convergence line further toward the east.  As a result, the southern part of the high ozone line 
moved past Tracy into the Central Valley (the maximum observed ozone at Tracy was 91 ppb on 
this day, significantly less than that at Livermore).  The northern part of the high ozone line also 
moved further eastward but it stayed in the boundary of the SFBA.  The location of maximum 
ozone did not change from that in Run 1.  The magnitude of the simulated peak was 126 ppb, 
which is identical to the observed maximum ozone at Livermore. 
 
 
Statistical Ozone Performance 
 
The errors of the simulations can also be defined and compared via statistical methods.  A scatter 
plot of the simulated versus observed ozone for the three runs for all hours of July 31, 2000, in 
the SFBA is shown in Figure 7-40.  This is a paired comparison wherein all simulated values 
were interpolated to the location of the observation stations.  The plotted pairs in Figure 7-40 can 
be classified into 3 distinct regimes: (1) a few observations with ozone around 120 ppb; (2) a 
large cluster of ozone observations below 20 ppb; and (3) the rest of the observations with ozone 
between 20 and 100 ppb.  There is a general over prediction of ozone in regimes 2 and 3.  This 
over prediction may be caused in part by the lateral boundary conditions, where the ozone is set 
to a constant 40 ppb.  Most of the plotted pairs in regime 2 are nighttime values, when the 
observed ozone mixing ratios were very small, but when the simulated ozone tends to be in the 
range of 10-30 ppb. 
 
Figure 7-40 suggests that Run 3 is performing best for the observed high ozone in regime 1.  Run 
2 appears to be the second best simulation, followed by Run 1.  Since the difference between the 
simulated and the observed values in regime 1 is a combination of errors in the prediction of the 
maximum ozone and the prediction of the location of the maximum ozone, the better 
performance of Run 3 is actually a reflection of the fact that Run 3 gives the most accurate 
prediction of the location of the peak ozone.  As mentioned previously, the maximum ozone 
simulated in Run 2 exactly matches the observed maximum value; however, that value is not 
located at an observation station and therefore does not appear in Figure 7-40. 
 
Figure 7-41 shows the normalized bias and error and the unpaired peak prediction accuracy for 
the 3 runs.  The normalized bias and errors are derived from the paired values shown in Figure 7-
40.  Using the unpaired peak prediction accuracy as the measure, Run 2 performed the best with 
no error and Run 1 performed the worst with an under prediction of 5%.  However, the 
normalized bias for Run 1 is the smallest, less than 10%.  This smaller bias occurred because 
while Run 1 under predicted the high ozone values in regime 1, it has less of a tendency to over 
predict the lower values in regimes 2 and 3.  The normalized errors in Run 3 and Run 1 are 
comparable while the normalized error in Run 2 is the largest.  The cause for this larger 
normalized error in Run 2 is the larger over prediction of ozone in regime 3, the mid-range ozone 
values. 
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Figure 7-41.  The normalized bias, error and the unpaired peak prediction accuracy of ozone on 
July 31, 2000 for Run 3 (Eta-5layer), Run 1 (Eta-LSM) and Run 2 (Eta-LSM, FDDA). 
 
 
Figure 7-42 through 7-44 shown additional CAMx performance statistics for the SFBA, 
Sacramento, and the entire SJV for MM5/CAMx Run 3 using both the CB-IV and SAPRC99 
chemical mechanisms. Note that results for the CB-IV case are only available for July 30 and 31, 
while the SAPRC results are shown for the entire modeling period July 30 – August 2.  On the 
key day of interest for SFBA ozone (July 31), the use of SAPRC99 has increased the peak ozone 
substantially (by nearly 20 ppb in some areas of eastern Contra Costa County), and this shows as 
a near zero unpaired peak accuracy and a general shift to over predictions in the average paired 
(in space) peak accuracy over all sites in the SFBA measuring above 40 ppb.  The overall 
normalized bias has also shifted upwards to over predictions while the gross error remains well 
within the EPA guidance range of 35%.  The over prediction tendency on July 30 and 31 are 
mostly associated with low- to mid-range ozone levels. 
 
In Sacramento (Figure 7-43), the key day of interest is August 1; on this day the unpaired peak 
accuracy shows less than a 10% under prediction, and gross error is quite acceptable during the 
entire modeling period.  However, the normalized bias shows quite a large degree of under 
prediction and this is also reflected in the average paired peak accuracy over all sites in the 
region measuring more than 40 ppb.  While the unpaired peak is acceptable (meaning that peak 
ozone is simulated downwind of Sacramento at levels near the peak observation), overall the 
model performance in Sacramento is not yet at levels useable for regulatory modeling. 
 
Over the entire SJV (Figure 7-44), the model performs rather well for all days, although the 
unpaired peak accuracy is just outside the guidance value and shows a strong under prediction on 
August 2, the key day of interest for this region.  While it is known that CAMx dramatically 
under predicts ozone in the southern SJV, these statistics mask those problems and show that 
overall the model performs adequately on average over the entire region. 
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Figure 7-42.  Daily photochemical model performance statistics for the BAAQMD Run 3 using 
both CB-IV and SAPRC99 chemical mechanisms.  Statistics for the SFBA region. 
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Figure 7-43.  Daily photochemical model performance statistics for the BAAQMD Run 3 using 
both CB-IV and SAPRC99 chemical mechanisms.  Statistics for the Sacramento region. 
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Figure 7-44.  Daily photochemical model performance statistics for the BAAQMD Run 3 using 
both CB-IV and SAPRC99 chemical mechanisms.  Statistics for the entire SJV region. 
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Summary of CAMx Simulations for CCOS 2000 
 
We have shown that the MM5-CAMx couple using the SAPRC99 chemical mechanism 
produced reasonable predictions of ozone in central California during the July 31-August 2, 
2000, period.  It also produced reasonable predictions of the locations and timing of peak ozone 
in the SFBA on July 31, 2000.  The prediction skill varied from region to region and from time 
to time.  Under predictions continue to be a problem for the modeling in Sacramento and the 
southern SJV on their specific days of interest (August 1 and 2, respectively). 
 
Locations of the wind convergence zone and the locations of simulated high ozone were found to 
be closely related.  The overall surface-wind patterns in the SFBA are similar in the 3 MM5 runs, 
but there are subtle differences in the wind patterns among the runs in and near the Livermore 
Valley.  The runs with the 5-layer soil model, as reported in Section 4, under predicted Central 
Valley temperatures and therefore produced a weaker sea breeze.  This weaker sea breeze 
created a convergence line close to Livermore and produced an ozone pattern that, among the 
three simulations, compared best with observations.  The MM5 runs using the Noah LSM, while 
producing a reasonable Central Valley temperature, created a much stronger sea breeze.  This 
stronger sea breeze moved the convergence zone about 20 km east of Livermore.   
 
This trade-off between accurate inland temperature and accurate sea-breeze predictions may 
indicate a deficiency in the current MM5 model.  There are several possible explanations for this 
problem.  The first is that the second-order advection scheme used in MM5 requires such large 
diffusion values that the mountain-blocking effect is reduced and the sea breeze front is 
propagated too far inland.  Another possible explanation is the lack of a mountain drag 
parameterization that would tend to reduce the speed of the sea breeze in the Tri-Valley and 
more accurately channel the flow.  A third possible explanation is the lack of vertical resolution 
in the original data input to MM5 to define the inversion layer during this high ozone period.  A 
comparison between the MM5 output and the observed vertical profiles of temperature did show 
that the strength of the inversion is under predicted. 
 
An important conclusion, then, is that some relatively subtle flow features, which may not be 
fully appreciated in meteorological model performance evaluations, can have a significant 
influence on the performance of a photochemical model. 
 
 
BAAQMD CAMx APPLICATIONS FOR JULY 1999 
 
The BAAQMD undertook photochemical modeling of the July 9-12, 1999 period using 
meteorological input fields from the CARB’s MM5 simulation (MRF PBL scheme with the 5-
layer soil model).  Recall from Section 4 that of the single CARB and several BAAQMD MM5 
runs for this period, the CARB’s was one of the overall best performing simulations.  An 
additional MM5 simulation carried out by the BAAQMD that replaced the MRF PBL scheme 
with the Eta scheme was also used in CAMx for a comparative assessment (a later MM5 
simulation that replaced the 5-layer soil model with the NOAH LSM was not available in time to 
use in CAMx and be documented in this report).  As with the CCOS 2000 simulations, the 
BAAQMD performed CAMx using both the CB-IV and SAPRC99 chemical mechanisms.  An 
important point to note is that the vertical domain extent was taken from the configuration 
defined by the CARB, in which the model top was set at ~5 km.  Also recall from Section 6 that 
the CB-IV initial and boundary conditions were also taken from the CARB setup, and these were 
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simply copied from the July/August 2000 boundary conditions, which included high ozone top 
boundary conditions to reflect the observed high ozone aloft from forest fires in the southern 
Sierra Nevada mountains. 
 
 
Spatial Ozone Patterns 
 
This section displays results for the BAAQMD’s CAMx run using CARB MM5 meteorology 
and the SAPRC99 chemical mechanism.  The simulated surface-layer ozone field over the entire 
modeling domain on July 11 at 1400 PST is shown in Figure 7-45a.  High ozone is seen covering 
a large portion of the south and east SFBA, the Sacramento metropolitan area, and stretching 
south along U.S. Route 99 to Fresno.  Some higher ozone concentrations are also seen over 
Bakersfield.  In the SFBA specifically (Figure 7-45b), peak ozone is nearing 150 ppb along the I-
680 corridor.  Ozone is high over much of the urbanized south and east bay areas, as suggested 
by observations on this day. 
 
On July 12 at 1400 PST, the domain-wide ozone distribution (Figure 7-46a) is similar to the 
previous day, but even wider areas of elevated ozone concentrations are evident.  This is 
particularly true over the southern Sacramento and northern San Joaquin Valleys.  Higher ozone 
levels reaching near 70 ppb are pushed along the coastline and even offshore, suggesting the 
influence of off-shore directed winds.  In the SFBA (Figure 7-46b), peak ozone is again reaching 
near 150 ppb over eastern Contra Costa County, while ozone reaching near 100 ppb is spread 
throughout the east bay from Solano County south to southern Santa Clara County. 
 
Given that the input emissions for this episode are not dramatically different from the 
July/August 2000 episode, the higher and more widespread ozone patterns generated by CAMx 
in this simulation suggests a more extreme meteorological condition conducive to poor ozone air 
quality was successfully modeled with MM5 and translated to CAMx. 
 
 
Statistical Performance Evaluation 
 
The influence of the meteorological inputs from two different MM5 simulations (CARB’s MRF 
vs. BAAQMD’s Eta) on ozone model performance was evaluated quantitatively by comparing 
scatter diagrams and associated linear regressions for the SFBA, Sacramento, and SJV regions.  
These are shown in Figures 7-47 through 7-49.  Again, these simulations were run with the 
SAPRC99 mechanism. 
 
In the SFBA, the MRF meteorology generally leads to less of an under prediction of the highest 
observed ozone levels.  The linear regression is nearly equivalent, with a similar slope and 
correlation coefficient.  These results suggest that very little difference (statistically) results from 
the two meteorological realizations.  In Sacramento, differences are more obvious among the two 
simulations; MRF meteorology leads to much wider scatter and a worse regression slope.  
However, the wider scatter is more balanced than in the Eta meteorology case (where low 
observations are over predicted and high observations are under predicted), which leads to a 
better correlation for the MRF case.  Therefore, there is no clear winner in this region either.  In 
the SJV, both simulations are very similar and show the consistent under predictions of high 
ozone and over predictions of low ozone.  Model performance shows very little skill in this 
region. 
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Figure 7-45.  CAMx/SAPRC99 simulated ozone on July 11, 1999 at 1400 PST (a) over the 
entire domain and (b) over the SFBA region. 
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Figure 7-46.  CAMx/SAPRC99 simulated ozone on July 12, 1999 at 1400 PST (a) over the 
entire domain and (b) over the SFBA region. 
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Figure 7-47.  Scatter diagrams of observed ozone vs. predicted ozone in the SFBA region on 
July 11 and 12, 1999 using (a) the CARB’s MM5/MRF meteorology, and (b) the BAAQMD’s 
MM5/Eta meteorology. 
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Figure 7-48.  Scatter diagrams of observed ozone vs. predicted ozone in the Sacramento 
region on July 11 and 12, 1999 using (a) the CARB’s MM5/MRF meteorology, and (b) the 
BAAQMD’s MM5/Eta meteorology. 
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Figure 7-49.  Scatter diagrams of observed ozone vs. predicted ozone in the SJV region on July 
11 and 12, 1999 using (a) the CARB’s MM5/MRF meteorology, and (b) the BAAQMD’s 
MM5/Eta meteorology. 
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In Figure 7-50, the three ozone statistical measures from EPA guidance are shown for July 11 
and 12, for both the CARB MRF and BAAQMD Eta run, and for all three analysis regions.  Also 
shown in the plot is the performance in each region on July 31, 2000 using the 
NOAA/BAAQMD Eta MM5 simulation for comparison. 
 
In the SFBA, the unpaired peak and bias metrics are quite good on both days and for both sets of 
meteorological inputs.  However, the gross error is rather high in all cases (but still within EPA 
acceptance).  There is no obvious best case for this area.  In Sacramento, the unpaired peak 
accuracy shows extreme under predictions on July 12 for both sets of meteorology.  Note that the 
bias is worse in the MM5 Eta case; gross error is not impacted by the different cases.  In the SJV, 
peak ozone performance is not sensitive to meteorology, but bias and gross error are worse in the 
BAAQMD Eta run.  From this analysis, we conclude that CAMx performance is slightly 
degraded in the central valley with the use of the BAAQMD Eta MM5 meteorology. 
 
The BAAQMD further investigated the model performance impacts between the use of the CB-
IV and SAPRC99 chemical mechanisms.  These runs were made with the original CARB 
MM5/MRF meteorology.  Figures 7-51 through 7-53 show daily performance statistics in the 
SFBA, Sacramento, and SJV regions over July 10-12, 1999 for both mechanisms.   
 
Unlike the July/August 2000 episode results, the ozone performance differences between the two 
mechanisms are minor.  In fact, these differences are much more in line with the expected ozone 
signal in moving from CB-IV to SAPRC99.  Given the fact that the emission inventories 
provided to CAMx for the 2000 and 1999 episodes are very similar, the vastly differing SAPRC 
response among the episodes is an unexpected outcome.  The differences in meteorology 
between the two episodes is clearly significant, with the 1999 episode being warmer, more 
stagnant, and more conducive to high ozone, but it is difficult to develop an explanation for how 
the meteorological differences play into the CB-IV/SAPRC chemistry differences. 
 
In the SFBA (Figure 7-51), the unpaired peak, bias, and gross error are all within EPA 
acceptance criteria for the entire episode and for both chemical mechanisms.  SAPRC does lead 
to consistently higher gross error than CB-IV, and this is somewhat reflected in the bias as well.  
This is a result of SAPRC’s tendency to over predict the low to moderate observed ozone 
concentrations throughout the SFBA.  In Sacramento (Figure 7-52), performance is degraded 
relative to SFBA for both simulations, with a large under prediction of the unpaired peak on July 
12 and a strong overall under prediction bias on July 11.  Note, however, that the averaged paired 
peaks, the overall bias, and the gross error on July 12 show the best performance of the episode 
on July 12.  This means that CAMx is performing well over the entire range of concentrations, 
but that the single peak observation for that day is under predicted by a large margin.  In the 
entire SJV (Figure 7-53), the model performance is quite promising for July 11 and 12, with the 
metrics at or well within the EPA acceptance criteria. 
 
 
Summary of CAMx Simulations for July 1999 
 
The BAAQMD undertook photochemical modeling of the July 9-12, 1999 period using two 
different sets of meteorological input fields (CARB’s MM5/MRF run and BAAQMD’s 
MM5/Eta run) and two different chemical mechanisms (CB-IV and SAPRC99).  Besides 
meteorology, the only other significant difference in model configuration between the CCOS 
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Figure 7-50.  EPA guidance statistics for daily ozone performance on July 11 and 12, 1999 in 
SFBA (top), Sacramento (middle), and SJV (bottom), for two CAMx simulations using different 
meteorology.  The BAAQMD’s CAMx simulation using MM5/Eta meteorology from July 31, 2000 
is shown for comparison. 
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Figure 7-51.  Daily photochemical model performance statistics for the July 10-12, 1999 
episode using both CB-IV and SAPRC99 chemical mechanisms and the CARB MM5/MRF 
meteorology.  Statistics for the SFBA region. 
 

Unpaired Peak Accuracy

-30
-20
-10

0
10
20
30

7/10/1999 7/11/1999 7/12/1999

(%
)

CB4
SAPRC99
+20%
-20%

Average Paired Peak Accuracy

-30
-20
-10

0
10
20
30

7/10/1999 7/11/1999 7/12/1999

(%
) CB4

SAPRC99

Bias in Peak Timing

-3
-2
-1
0
1
2
3

7/10/1999 7/11/1999 7/12/1999

(H
ou

rs
)

CB4
SAPRC99

Normalized Bias

-30
-20
-10

0
10
20
30

7/10/1999 7/11/1999 7/12/1999

(%
)

CB4
SAPRC99
+15%
-15%

Normalized Error

0

10

20

30

40

7/10/1999 7/11/1999 7/12/1999

(%
) CB4

SAPRC99
35%

Unpaired Peak Accuracy

-30
-20
-10

0
10
20
30

7/10/1999 7/11/1999 7/12/1999

(%
)

CB4
SAPRC99
+20%
-20%

Average Paired Peak Accuracy

-30
-20
-10

0
10
20
30

7/10/1999 7/11/1999 7/12/1999

(%
) CB4

SAPRC99

Bias in Peak Timing

-3
-2
-1
0
1
2
3

7/10/1999 7/11/1999 7/12/1999

(H
ou

rs
)

CB4
SAPRC99

Normalized Bias

-30
-20
-10

0
10
20
30

7/10/1999 7/11/1999 7/12/1999

(%
)

CB4
SAPRC99
+15%
-15%

Normalized Error

0

10

20

30

40

7/10/1999 7/11/1999 7/12/1999

(%
) CB4

SAPRC99
35%



January 2005 
 
 
 
 

I:\BAAQMD\Report\Final\Section_7.doc 7-66 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 7-52.  Daily photochemical model performance statistics for the July 10-12, 1999 
episode using both CB-IV and SAPRC99 chemical mechanisms and the CARB MM5/MRF 
meteorology.  Statistics for the Sacramento region. 
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Figure 7-53.  Daily photochemical model performance statistics for the July 10-12, 1999 
episode using both CB-IV and SAPRC99 chemical mechanisms and the CARB MM5/MRF 
meteorology.  Statistics for the entire SJV region. 
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2000 and July 1999 simulations was the lower model top (set at 5 km in the July 1999 
applications). 
 
CAMx tests conducted with different meteorological inputs used the SAPRC99 chemistry.  Both 
sets of inputs resulted in much higher ozone concentrations over the entire urbanized portions of 
the modeling domain than achieved in the July/August 2000 episode, with simulated ozone 
reaching near 150 ppb in several areas each day.  Given that the input emissions for this episode 
are not dramatically different from the July/August 2000 episode, the higher and more 
widespread ozone patterns generated by CAMx in this simulation suggests a more extreme 
meteorological condition conducive to poor ozone air quality was successfully modeled with 
MM5 and translated to CAMx.  This is particularly evident from the fact that high ozone 
concentration patterns were pushed to the coast and even offshore along the central California 
coastline, suggesting proper replication of the offshore wind system that set up between July 11 
and 12. 
 
In the SFBA, the MRF meteorology generally leads to less of an under prediction of the highest 
observed ozone levels, but very little difference (statistically) resulted from the two 
meteorological realizations.  The daily unpaired peak and bias metrics are quite good on both 
days and for both sets of meteorological inputs.  However, the gross error is rather high in all 
cases (but still within EPA acceptance).  There is no obvious best case for this area. 
 
In Sacramento, differences are more obvious among the two simulations both visually and 
statistically; however, the mix of improvements and degradations result in no clear winner in this 
region as well.  The unpaired peak accuracy shows extreme under predictions on July 12 for both 
sets of meteorology, but gross error is not impacted by the different cases.   
 
In the SJV, both simulations are very similar and show the consistent under predictions of high 
ozone and over predictions of low ozone.  Model performance shows very little skill in this 
region.  Peak ozone performance is not sensitive to meteorology, but bias and gross error are 
worse in the BAAQMD MM5/Eta run.  We conclude that CAMx performance is slightly 
degraded in the central valley with the use of the BAAQMD MM5/Eta meteorology. 
 
CAMx tests conducted with different chemical mechanisms used the CARB MM5/MRF 
meteorological inputs.  Ozone performance differences between the two mechanisms were minor 
on all days and for all three analysis regions; this result is much more in line with expectations as 
opposed to the surprisingly higher peak ozone achieved in the July/August 2000 episode using 
SAPRC99 over CB-IV.  This difference in sensitivity among the episodes apparently is related to 
the different local meteorology (which differs substantially from the CCOS episode) than any 
differences in emissions (which are very similar among the episodes).  However, it is difficult to 
explain how the meteorological differences play into the CB-IV/SAPRC chemistry differences.  
Tools such as Process Analysis are needed to further understand the source of the CB-IV/SAPRC 
signal among these two episode. 
 
For the July 1999 episode, SAPRC99 has a tendency to over predict the low to moderate 
observed ozone concentrations throughout the SFBA.  In Sacramento, CAMx performs well over 
the entire range of concentrations, but the single peak observation on July 12 is under predicted 
by a large margin.  In the entire SJV, the model performance is quite promising for July 11 and 
12, with the metrics at or well within the EPA acceptance criteria. 
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8.  CONCLUSION 
 
 
Over the past two years, the BAAQMD and their contractors have been developing a new 
photochemical modeling system and supporting database to support on-going and future 
regulatory activities within the San Francisco Bay Area and across northern and central 
California.  The data and knowledge base gained as a key sponsor and contributor to the Central 
California Ozone Study (CCOS) has been essential to this effort.  Given the plethora of modeling 
efforts conducted by many groups involved in the CCOS 2000 program, the BAAQMD has 
attempted to bring together the best information and modeling approaches possible.  As a result, 
the research, modeling, testing, and evaluation described in this report was a rather complex and 
highly interactive endeavor; it would be nearly impossible (and not particularly useful) to 
document every detail associated with the modeling and analysis undertaken in this study.  Thus, 
only the highlights and model results fundamental to the ultimate goal of providing a working, 
reliable, and scientifically sound modeling system are presented herein. 
 
This report provides an updated photochemical modeling protocol that describes the modeling 
system, it’s supporting databases, the methodology for its application, and results from modeling 
two historical multi-day ozone episodes in the summers of 1999 and 2000.  The report also 
includes a conceptual model review for ozone events in the SFBA and an episode typing analysis 
as part of the modeling episode selection process.  The original protocol (ENVIRON et al., 2002) 
was developed at the beginning of the project to establish model selection and application/ 
evaluation methodologies, and to provide peer and stakeholder review and acceptance of the 
proposed approach.   
 
 
SUMMARY 
 
Model Selection 
 
Based upon the District’s suggestions for consistency with their preexisting modeling tools and 
those to be evaluated by the CARB for CCOS, the original scope specified the use of the 
following models: 
 
 Emissions Processing:  Emissions Modeling System, 1995 version (EMS-95) 
 Meteorological Modeling: Regional Atmospheric Modeling System (RAMS) 

Photochemical Modeling: Comprehensive Air quality Model with Extensions 
(CAMx) 

 
This modeling system was originally selected for this study because it contains all of the 
technical features necessary to simulate ozone air quality in the SFBA and throughout California.  
The same EMS-95 emissions processor and input databases used by the CARB were used in this 
project to assure CARB compatibility and acceptability.  The RAMS prognostic meteorological 
model was originally selected for the modeling system because of its demonstrated successful 
application in the Bay Area in the past, its inclusion of all the technical features necessary for 
simulating the complex Bay Area meteorology, and its familiarity to District staff.  Meanwhile, 
the CARB has utilized the Fifth Generation PSU/NCAR Mesoscale Model (MM5) for their 
CCOS modeling effort.  The original protocol was therefore revised to include an inter-
comparison of RAMS and MM5 performance and to select the most appropriate for use in the 
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photochemical modeling component.  Ultimately, the District also undertook MM5 simulations 
on their own and we evaluated both CARB and District MM5 applications in this project.  The 
CAMx photochemical grid model was selected for the modeling system as it is publicly 
available, contains all of the technical options needed to simulate ozone in the Bay Area, and 
contains some superior capabilities to the other state-of-science models. 
 
 
Episode Selection 
 
BAAQMD staff investigated the categorization of 1-hour ozone exceedances in the Bay Area for 
the period 1995 through September 2002 in order to find representative exceedance days to be 
used for SIP modeling.  Two main categories of exceedance patterns were found: (1) when high 
values occurred at several sites and in many regions; and (2) when high ozone values occurred at 
an isolated individual site within the SFBA.  Based upon frequencies of exceedance events by 
day of week and month of year, year-to-year trends, and a statistical cluster analyses, four 
periods were selected as candidate episodes for modeling (2 in each cluster): July 11-12, 1999; 
June 15, 2000; July 31, 2000; and July 9-10, 2002.  Meteorological and trajectory analyses were 
conducted on each of these periods to compare and contrast them. 
 
Based upon the extensive review, and the criteria for data availability, we initially elected four 
exceedance days for the SIP modeling, in the following order: 
 

1) July 31, 2000 
2) June 15, 2000 
3) July 11 and 12, 1999. 

 
The June and July 2000 days occurred during the CCOS, and both of the 2000 days fell into the 
“Type 2” episode category.  The 1999 days represent the other frequently occurring ozone 
pattern category.  July 11 was a Sunday and July 12 was a Monday, which satisfied the need to 
evaluate weekend-weekday issues.  Data for this period was quality assured and archived by 
various agencies.  Also, this episode experienced more wide-spread Bay Area exceedances than 
other periods (3 per day).  Ultimately the June 2000 episode was dropped from consideration 
since it was a redundant “Type 2” category and was not considered by CARB in their statewide 
modeling analyses. 
 
 
RAMS Meteorological Modeling 
 
ATMET (2004) presents a brief analysis of the meteorology for the July 2000 and the July 1999 
ozone exceedances episodes in and near the Bay Area.  The observations in these cases, as with 
numerous other ozone episodes in other locations, indicate that convergence zones are important 
in focusing ozone and the precursors.  The convergence zones in these cases were caused by the 
interaction of the on-shore sea breeze flow within the marine layer with the easterly large-scale 
flow forced by the subtropical high.  When the winds and temperature allow, the easterly flow 
can erode the marine layer over the Central Valley and Coastal Range, causing near-surface 
convergence zones to occur.  An important finding in the analysis shows that the convergence 
zone frequently does not extend to the ground.  This finding has significant implications for 
verification and four-dimensional data assimilation applications. 
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Overall, the RAMS simulations performed for the July/August 2000 and the July 1999 episodes 
show verifications that are consistent with past simulations of this type, with errors of especially 
wind speed and temperature within the range expected.  When temperatures were adequately 
simulated, RAMS tended to over predict wind speeds in the coastal sea breeze zones.  We have 
pointed out various issues with the input datasets that have been used for the verifications and the 
four-dimensional data assimilation schemes. 
 
While the error statistics were acceptable for the most part, there were various aspects of the 
simulations of this region that need to be addressed to make significant improvements in the 
results: 
 

• Even with a 1 km resolution grid, it is our opinion that even higher resolution may be 
needed to resolve the important topographical features and land use features such as 
coastlines, wetlands, urban areas, etc. 

• With the higher resolution also comes the need for higher resolution datasets of 
topography and land use, since the datasets used by atmospheric models are usually 30 
second (about 1 km) resolution.  Much higher resolution datasets do exist, especially for 
topography. 

• There was no information on which areas were in active irrigation during these episodes.  
There was circumstantial evidence that various areas were active, since stations located 
very close together in the Central Valley sometimes had very different temperatures and 
dewpoints. 

 
The complexity of the central California meteorology, with complex terrain and land use 
features, along with the interactions of marine and mountain flows, poses a difficult situation to 
simulate with current models.  This puts a reliance on the FDDA to introduce large scale changes 
into the mesoscale domains.  But too often, the FDDA also serves the purpose of attempting to 
correct model errors, sometimes with undesirable results.  The situations in these cases point this 
out very clearly; the vast majority of the observed data used in the FDDA are taken at or very 
near the surface.  However, the primary forcing mechanisms for the important flows may not 
ever become apparent at the surface.  And there were far too few observations taken above the 
surface, even during CCOS with the profilers and RASS, to adequately resolve the horizontal 
structure of the meteorology above the marine layer.   
 
There is one other important meteorological modeling implication of the elevated convergence 
zone.  It is imperative in these complex layers of stability that the subgrid scheme employed in 
the meteorological model be able to correctly treat elevated well-mixed, neutral layers.  Models 
such as MM5 use simple, surface-based PBL schemes that either: 1) produce a single PBL from 
the surface to some defined PBL height, usually resulting in a too deep boundary layer that 
mixes out the shallow surface stable layer, or 2) overemphasizes the effect of the surface stable 
layer and shuts down vertical mixing throughout the PBL.  It is necessary to employ a TKE-
based scheme that has all of the necessary physical terms (advection, production, diffusion, 
dissipation) to correctly handle elevated mixed layers and these types of elevated convergence 
zones. 
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MM5 Meteorological Modeling 
 
Initial MM5 simulations were performed for the CCOS July/August 2000 episode by the CARB 
and their meteorological modeling contractor at NOAA/ARL, concurrent with the initial 
ATMET RAMS simulations undertaken for the District.  Later, the BAAQMD instituted their 
own internal MM5 modeling effort for the July/August 2000 episode.  Subsequent MM5 
modeling of the ancillary July 1999 episode was undertaken by both the CARB and BAAQMD. 
 
A case study was carried out for the July/August 2000 CCOS period in which the output from 
various CARB and BAAQMD MM5 simulations was compared with the wind profiler/RASS 
and surface observations of wind, temperature, and humidity.  The meteorological model was run 
on a 36-12-4 km one-way nested model domain of 50 vertical levels, with the 4 km domain 
encompassing the CCOS 2000 field study area.  Among various MM5 simulations with different 
combinations of surface and boundary layer parameterizations, we found that overall the most 
accurate simulation was produced when using the Eta planetary boundary layer, the NOAH land 
surface model (LSM), and FDDA. 
 
The direct meteorological comparison between the model simulation and the observations from 
the CCOS 2000 field experiment indicates that the errors in the simulated low-level winds and 
surface temperature varied from one area to another, although the model simulated large-scale 
pattern was in fairly good agreement with analyses.  In terms of time series, the simulated low-
level winds were generally in better agreement with the observations in SFBA than in the central 
valley areas.  The opposite was generally true for temperature, where the time traces followed 
observations better in the central valley areas.  However, according to daily-average bias and 
error statistics, performance was superior in the SFBA for all three meteorological parameters – 
consistent performance issues were noted for winds, temperature, and humidity throughout the 
central valley.  The use of the NOAH LSM led to more accurate simulations of surface 
temperature and moisture in the central valley areas.  FDDA of the observed winds significantly 
improved the simulated wind field, and reduced the cold bias in the simulated temperature field.  
Overall, Run 2 (Eta PBL with NOAH LSM and FDDA) was the best performer for all 
parameters and in all areas.  Good agreement was found between the area average observed and 
simulated boundary layer heights except for the area immediately inland such as the San 
Francisco Bay Area. 
 
The CARB and BAAQMD conducted MM5 modeling of the July 9-12, 1999 period using the 
MRF PBL scheme, the 5-layer soil model, and various incarnations of FDDA.  Horizontally, 
MM5 was applied on the CCOS modeling domain, but only ~30 vertical layers were specified in 
the July 1999 simulations.  The CARB simulation included observational FDDA to the original 
unscreened meteorological dataset that they compiled in early 2003.  The BAAQMD 
applications tested the model with no FDDA whatsoever, analysis nudging toward EDAS, 
observational nudging toward the screened/improved observation dataset, and runs testing the 
impacts from using the Eta PBL scheme and the NOAH LSM. 
 
Graphical and statistical results show that the original CARB run consistently performed better 
than any BAAQMD FDDA sensitivity test.  Analysis nudging improves wind speed performance 
in the SFBA, but it is clearly the worst run in all other respects.  The MRF “phase-lag” problem 
for wind speed was clearly evident for areas in the central valley.  Wind direction performance 
especially was unacceptable on July 11-12 in the central valley.  The SFBA was too warm and 
the central valley (particularly the southern SJV) was too cool in all runs.  Humidity was not 
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evaluated due to lack of data, but the cool bias in the central valley was likely associated with a 
positive moisture bias as seen in the CCOS 2000 modeling results. 
 
BAAQMD tests using the Eta PBL fixed the wind speed phase-lag problem associated with the 
MRF PBL scheme.  However, no significant impacts were seen for direction, and a slight 
degradation of temperature performance was seen in the central valley.  Results from tests using 
the NOAH LSM were not available in time for this report. 
 
The “best” MM5 simulations for this episode are only moderately acceptable relative to 
performance benchmarks established from a vast array of meteorological modeling conducted 
across the country.  This may be as much related to the complex terrain over such a vast 
modeling domain as to the quality of the data used in the performance evaluation.  The best 
MM5 simulation does not always lead to the best CAMx performance.  Remaining issues 
include: 
 

• Proper temperature performance leads to overly high SFBA winds, and vice-versa; 
• There may be a need for more terrain-induced “drag” on the winds, including proper 

resolution of terrain elevation in the modeling grid, valley channeling, and effects of 
unresolved terrain features that add to surface roughness; 

• The default MM5 surface roughness values as a function of land cover category are now 
known to be too low; tests in other studies outside of California have shown improved 
results when higher values for roughness are employed. 

 
 
Emissions Modeling 
 
In order to remain compatible with emissions preparation activities at the CARB for CCOS, we 
used EMS-95.  Specifically, the CARB provided a copy of their version of EMS-95 for use in the 
current study.  This ensured that the District’s emissions estimates were compatible with those 
prepared for use in other CCOS-related studies as well as other on-going CARB-related studies.  
EMS-95 was used to prepare the spatially, temporally, and chemically resolved emissions 
estimates of total organic gases (TOG), oxides of nitrogen (NOX), and carbon monoxide (CO) for 
the point and area sources.  EMS-95 was used to prepare model-ready emissions estimates for 
CB-IV and SAPRC99 speciation for both the July 1999 and July/August 2000 episodes. 
 
CARB (2004a) describes the methods used to prepare stationary and area source emissions 
estimates for use in CCOS, including the methods to prepare certain day-specific emissions 
estimates for the July/August 2000 episode.  Note that day-specific point and area emission 
estimates were not included in the July 1999 episode due to the lack of data; however, as with 
the July/August 2000 episode, day-specific emissions were estimated for the biogenics and on-
road mobile sources using methods described by Wilkinson (2004) and CARB (2004a, 2004d, 
2004e). 
 
Although EMS-95 is capable of preparing biogenic emission estimates, the CARB used the 
Biogenic Emission Inventory Geographic Information System, or BEIGIS to estimate biogenic 
VOC emissions from the vegetation distribution over the CCOS modeling grid.  Biogenic nitric 
oxide (BNO) was estimated using the Biogenic Model for Emissions (BIOME), which is based 
on the Biogenic Emissions Inventory System version three (BEIS3) and the Biogenic Emissions 
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Landuse Database version three (BELD3).  EMS-95 was used to chemically speciate the 
biogenic emissions estimates. 
 
The July/August 2000 CCOS episode was characterized by a heavy contribution from forest fire 
smoke, particularly from fires in the southern Sierra Nevada.  The smoke plumes from this and 
other large regional fires in Oregon and Nevada were detected aloft on several days by multiple 
aircraft and ozonesonde samples taken throughout central California.  Therefore, day-specific 
wildfire emissions were estimated for the July-August 2000 episode by the CARB.   This issue 
has affected every major area in California conducting air quality modeling for this CCOS 
episode, and arguments have been made concerning the representativeness of fire-dominated 
episodes for use in 1-hour ozone SIPs in California. 
 
The July 1999 episode was not nearly affected by forest fire smoke, as fire activity levels were 
more representative of a “typical” ozone day (i.e., no single fire impacted ozone air quality in 
any California ozone nonattainment areas).  Therefore, the emission inventory for July 1999 
contained standard season day fire estimates. 
 
The BAAQMD project team undertook additional analyses to improve emission estimates for 
marine shipping in the San Francisco Bay and at the ports.  Specifically, we estimated day-
specific NOX and VOC emissions for oceangoing and San Francisco Bay commercial marine 
traffic.  The original CCOS inventory for this category contained estimates for monthly ship 
emission values.  The work conducted in this study acquired data on day to day variations in 
SFBA ship movement and used this information to scale the monthly emission estimates to daily 
levels. 
 
 
Summary of CAMx Applications 
 
CAMx was run for the two historical ozone episodes of July 31 – August 2 2000 and July 11 – 
12 1999, and the performance of the model was evaluated against available air quality data.  The 
purpose of the evaluation is to build confidence in the model’s reliability as an ozone prediction 
tool.  The proposed evaluation plan followed the procedures recommended in the EPA and 
CARB guidance documents for 1-hour ozone (EPA, 1991; CARB, 1992), and new draft 
guidance for 8-hour ozone (EPA, 1999).  The philosophical approach to the model performance 
evaluation for this project was provided in the project Modeling Protocol (ENVIRON et al., 
2002). 
 
 
Developmental Simulations 
 
Since the fall of 2002, when the initial emission inventory and preliminary meteorological 
simulations first became available, ENVIRON and the BAAQMD have conducted on the order 
of 50+ CAMx simulations.  Considered to be “developmental” model applications, most of these 
runs were made for the July/August 2000 episode each time the emission and/or meteorological 
inputs were incrementally updated; later, developmental CAMx runs were also made for the July 
1999 episode as inputs became available.  A portion of these runs were made with the interim 
versions of the emission and meteorological inputs to test photochemical model sensitivity to 
various options, treatments, and ancillary inputs.  All developmental simulations were run using 
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CAMx v3.10 with the CB-IV chemistry mechanism.  A mixture of RAMS and MM5 
meteorology were used to drive the photochemical model. 
 
Developmental CAMx simulations were discussed at the Model Advisory Committee meetings, 
and the results have also been documented on the project web site 
(www.environ.org/basip2004/results.html, user=basip2004, password=goldengate) through early 
spring of 2004, when the CAMx modeling effort shifted primarily from ENVIRON to the Bay 
Area District.  Throughout the course of these CAMx applications, two key performance issues 
constantly emerged in both modeling episodes: (1) the emissions inventory (using CB-IV 
speciation of VOC) did not appear to be sufficiently reactive in producing ozone, suggesting that 
major proportions of emissions were either lacking or incorrectly speciated; and (2) flow fields in 
the Bay Area meteorology were either too fast and/or insufficiently convergent in the east bay, 
leading to over-ventilation of both precursors and ozone.  Initially, these problems led to under 
predictions of peak observed ozone in the Bay Area by ~40 ppb, yet this deficit was 
incrementally improved to a shortfall of ~15-20 ppb after the numerous updates to the emission 
and meteorological inputs.  Furthermore, significant under predictions were seen throughout 
central California, particularly in the central and southern San Joaquin Valley (SJV), where even 
larger ozone shortfalls were simulated. 
 
It should be noted that the CB-IV chemistry mechanism was used in the developmental 
simulations because of it’s speed and the preponderance of evidence (by many groups involved 
in CCOS) that the common signal from SAPRC99 is a <10 ppb increase in peak simulated ozone 
levels formed from NOx-rich urban environments.  That is, the SAPRC99 chemical mechanism 
was not seen as the key solution for the various California-wide under prediction problems, but 
was rather reserved as a final “polish” once an acceptable BAAQMD simulation was achieved 
and all major inventory and meteorological improvements were stabilized. 
 
The specific sensitivity tests conducted as part of the developmental process (excluding the 
numerous major meteorological and emission updates) are summarized in Section 7 of this 
report.  Additional information for each run is provided on the project web site at the “CAMx 
Results” link (www.environ.org/basip2004) and in the MAC presentation documents provided at 
the “Documents” link.  
 
 
Performance Evaluation for VOC 
 
A large body of evidence was compiled from the developmental simulations conducted in this 
project, as well as from modeling undertaken by the CARB and Alpine Geophysics for the San 
Joaquin Valley (Tesche et al., 2004), which strongly suggested that CAMx ozone under 
predictions were chiefly a result of insufficient VOC emissions and/or incorrectly speciated CB-
IV compounds.  An analysis was undertaken by ENVIRON that compared VOC measurements 
and CAMx predictions for the July/August 2000 episode in the Bay Area, Sacramento Valley, 
and San Joaquin Valley (Emery and Tai, 2004b).  Our key conclusions from this analysis are as 
follows: 
 

• There still exists large uncertainty concerning overall data quality in the CCOS VOC 
dataset, both for canister and GC-MS samples.  While certain findings from the analysis 
reported here are significant, they may be overly influenced by the inclusion of poor 
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quality samples that appear to be reasonable from casual inspection without further 
supporting evidence to suggest otherwise. 

 
• Generally, there are consistent model performance issues that we have identified in the 

three basins and among most sites with useable measurements.  First, there is a general 
under prediction of total VOC and this is mainly attributable to insufficient PAR (since 
this contributes the bulk of VOC mass).  Second, the model lacks sufficient levels of 
higher aldehydes (ALD2), usually by large factors of 2 or more. 

 
• VOC performance in the SFBA showed consistent under predictions of total VOC.  The 

Sunol site indicates under predictions for reactive species (OLE, TOL, XYL) in both 1-
hour and 3-hour samples.  There is evidence from Bodega Bay that background levels of 
PAR are too low, although this could be caused by old smoke plumes originating well to 
the north of the CCOS domain.  Generally, performance for individual CB-IV species 
other than PAR was acceptable (with a few exceptions).  Limited VOC:NOx ratio data 
and predictions indicate that the east bay is NOx-rich. 

 
• VOC performance in the Sacramento region indicates mixed performance for total VOC 

on August 1.  Granite Bay indicates just a slight over prediction of 1-hour data, with 
generally good performance across CB-IV species, while San Andreas shows significant 
under predictions of 3-hour PAR, OLE, and carbonyls.  Observations and predictions of 
VOC:NOx ratios at Granite Bay agree that conditions east of Sacramento are NOx-rich. 

 
• VOC performance in the SJV region showed consistent under predictions of total VOC, 

with especially poor performance at the Parlier GC-MS site.  CB-IV species were under 
predicted across the board at that site.  Results in Turlock were better, with a slight under 
prediction of total VOC from low PAR, OLE, and ALD2.  VOC:NOx analyses also 
suggest a problem with disproportional VOC and NOx emissions in the SJV. 

 
 
Application of the Process Analysis Tool 
 
Vizuete et al. (2004) detail the application of the Process Analysis Tool in CAMx to study 
modeling phenomena in the San Francisco Bay Area during the CCOS episode of July 30 – 
August 2, 2000.  This evaluation employed CAMx v4.03, with process analysis code 
modifications applied by the University of Texas (UT).  The focus of the analysis was on the key 
episode day of interest, July 31, 2000. 
 
Vertical advection was found to play an important role in the transport of pollutants across the 
boundaries of the process analysis box.  This can be attributed to the heterogeneity of the terrain 
under analysis.  These differences in terrain account for a wide range of mixing and vertical 
advection.  The process analysis tool determined that the modeled atmosphere is NOx-rich and 
VOC-limited.  The composition of the VOC that was available in the atmosphere was 
predominantly low-reactive paraffins.  Since the analysis area incorporated natural terrain a 
significant amount of biogenic isoprene was emitted during the day into both process analysis 
boxes.  Nevertheless, there were still inadequate amounts of reactive VOC available to generate 
large amounts of ozone chemically.  The chemical NOx cycles, radical cycles, chemical 
production of ozone, and percentage of OH reacting with VOC were all at insufficient levels. 
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The low concentrations of reactive VOCs in the atmosphere were not consistent with observed 
VOCs.  The model under predicts the amount of highly reactive VOCs (toluene, olefins, xylene, 
and aldehydes) by as much as a factor of 5.  The model’s inability to generate the observed 
concentrations of aldehydes could be evidence that the model is not fully capturing all the 
atmospheric VOC chemistry.  However, some reactive olefins (OLE) are also classified as ALD2 
which points to an underrepresented emission inventory.  Observed ethylene concentrations were 
consistent with model values.  This suggests that the meteorology of the model has been properly 
simulated and is not the cause of the OLE/ALD2 discrepancies.  Further investigation is needed 
to explore the discrepancies found in the OLE emission inventory.  The strongest possibility for 
the low reactivity could be the lack of total VOC and/or the improper speciation of the general 
anthropogenic emission inventory. 
 
 
Use of the Decoupled Direct Method for July 1999 
 
ENVIRON invoked the Decoupled Direct Method (DDM) probing tool in CAMx v4.03 to 
investigate the sensitivity of ozone to boundary conditions of ozone, VOC, and CO.  Further, the 
DDM was used to assess ozone sensitivity to emission categories and source regions as a first 
glimpse into potential transport impacts.  The maximum Bay Area ozone sensitivity to boundary 
conditions relative to total peak ozone in the east bay was ~35% in these tests (mainly from north 
boundary ozone and VOC).  However, the key result of the boundary condition analysis is that 
the low model top (~5 km) and fairly large ozone top boundary conditions specified by the 
CARB (70 ppb) do not significantly impact model performance in areas of central California 
where high ozone is simulated. 
 
Ozone sensitivity to emissions was found to be much larger than to boundary conditions.  Ozone 
is nearly as sensitive to biogenic VOC as anthropogenic VOC in all regions.  The Bay Area 
shows the most sensitivity to NOx, VOC, and CO emissions (as opposed to boundary 
conditions).  More anthropogenic and/or biogenic VOC will increase ozone in the east bay, while 
less anthropogenic NOx will also increase ozone.  Ozone in the southern Sacramento and 
northern SJV regions is modestly sensitive to Bay Area NOx and VOC emissions (sensitivity 
coefficients are ~10 ppb).  In the central valley, ozone in the major urban areas is insensitive to 
NOx, but very sensitive to VOC; rural areas are equally or more sensitive to NOx than VOC. 
 
 
Summary of BAAQMD CAMx Simulations for CCOS 2000 
 
We have shown that the MM5-CAMx couple using the SAPRC99 chemical mechanism 
produced reasonable predictions of ozone in central California during the July 31-August 2, 
2000, period.  It also produced reasonable predictions of the locations and timing of peak ozone 
in the SFBA on July 31, 2000.  The prediction skill varied from region to region and from time 
to time.  Under predictions continue to be a problem for the modeling in Sacramento and the 
southern SJV on their specific days of interest (August 1 and 2, respectively). 
 
Locations of the wind convergence zone and the locations of simulated high ozone were found to 
be closely related.  The overall surface-wind patterns in the SFBA are similar in the 3 MM5 runs 
used to drive CAMx, but there are subtle differences in the wind patterns among the runs in and 
near the Livermore Valley.  The MM5 runs with the 5-layer soil model under predicted Central 
Valley temperatures and therefore produced a weaker sea breeze.  This weaker sea breeze 
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created a convergence line close to Livermore and produced an ozone pattern that, among the 
three simulations, compared best with observations.  The MM5 runs using the Noah LSM, while 
producing a reasonable Central Valley temperature, created a much stronger sea breeze.  This 
stronger sea breeze moved the convergence zone about 20 km east of Livermore.   
 
This trade-off between accurate inland temperature and accurate sea-breeze predictions may 
indicate a deficiency in the current MM5 model.  There are several possible explanations for this 
problem.  The first is that the second-order advection scheme used in MM5 requires such large 
diffusion values that the mountain-blocking effect is reduced and the sea breeze front is 
propagated too far inland.  Another possible explanation is the lack of a mountain drag 
parameterization that would tend to reduce the speed of the sea breeze in the Tri-Valley and 
more accurately channel the flow.  A third possible explanation is the lack of vertical resolution 
in the original data input to MM5 to define the inversion layer during this high ozone period.  A 
comparison between the MM5 output and the observed vertical profiles of temperature did show 
that the strength of the inversion is under predicted. 
 
An important conclusion, then, is that some relatively subtle flow features, which may not be 
fully appreciated in meteorological model performance evaluations, can have a significant 
influence on the performance of a photochemical model. 
 
 
Summary of BAAQMD CAMx Simulations for July 1999 
 
The BAAQMD undertook photochemical modeling of the July 9-12, 1999 period using two 
different sets of meteorological input fields (CARB’s MM5/MRF run and BAAQMD’s 
MM5/Eta run) and two different chemical mechanisms (CB-IV and SAPRC99).  Besides 
meteorology, the only other significant difference in model configuration between the 
CCOS2000 and July 1999 simulations was the lower model top (set at 5 km in the July 1999 
applications). 
 
CAMx tests conducted with different meteorological inputs used the SAPRC99 chemistry.  Both 
sets of inputs resulted in much higher ozone concentrations over the entire urbanized portions of 
the modeling domain than achieved in the July/August 2000 episode, with simulated ozone 
reaching near 150 ppb in several areas each day.  Given that the input emissions for this episode 
are not dramatically different from the July/August 2000 episode, the higher and more 
widespread ozone patterns generated by CAMx in this simulation suggests a more extreme 
meteorological condition conducive to poor ozone air quality was successfully modeled with 
MM5 and translated to CAMx.  This is particularly evident from the fact that high ozone 
concentration patterns were pushed to the coast and even offshore along the central California 
coastline, suggesting proper replication of the offshore wind system that set up between July 11 
and 12. 
 
In the SFBA, the MM5/MRF meteorology generally leads to less of an under prediction of the 
highest observed ozone levels, but very little difference (statistically) resulted from the two 
meteorological realizations.  The daily unpaired peak and bias metrics are quite good on both 
days and for both sets of meteorological inputs.  However, the gross error is rather high in all 
cases (but still within EPA acceptance).  There is no obvious best case for this area. 
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In Sacramento, differences are more obvious among the two simulations both visually and 
statistically; however, the mix of improvements and degradations result in no clear winner in this 
region as well.  The unpaired peak accuracy shows extreme under predictions on July 12 for both 
sets of meteorology, but gross error is not impacted by the different cases.   
 
In the SJV, both simulations are very similar and show the consistent under predictions of high 
ozone and over predictions of low ozone.  Model performance shows very little skill in this 
region.  Peak ozone performance is not sensitive to meteorology, but bias and gross error are 
worse in the BAAQMD MM5/Eta run.  We conclude that CAMx performance is slightly 
degraded in the central valley with the use of the BAAQMD MM5/Eta meteorology. 
 
CAMx tests conducted with different chemical mechanisms used the CARB MM5/MRF 
meteorological inputs.  Ozone performance differences between the two mechanisms were minor 
on all days and for all three analysis regions; this result is much more in line with expectations as 
opposed to the surprisingly higher peak ozone achieved in the July/August 2000 episode using 
SAPRC99 over CB-IV.  This difference in sensitivity among the episodes apparently is related to 
the different local meteorology (which differs substantially from the CCOS episode) than any 
differences in emissions (which are very similar among the episodes).  However, it is difficult to 
explain how the meteorological differences play into the CB-IV/SAPRC chemistry differences.  
Tools such as Process Analysis are needed to further understand the source of the CB-IV/SAPRC 
signal among these two episode. 
 
For the July 1999 episode, SAPRC99 has a tendency to over predict the low to moderate 
observed ozone concentrations throughout the SFBA.  In Sacramento, CAMx performs well over 
the entire range of concentrations, but the single peak observation on July 12 is under predicted 
by a large margin.  Over the entire SJV, the model performance is quite promising for July 11 
and 12, with the metrics at or well within the EPA acceptance criteria. 
 
 
FUTURE WORK 
 
The objective of this effort has been the development of a technical platform for photochemical 
modeling that is comparable to that which exists at the Air Resources Board and is state of the 
science.  For approximately the last 24 months, the District has made remarkable progress in the 
development of a highly respected technical capability in photochemical modeling.  Such 
complex modeling capabilities are absolutely necessary tools for use by the District in assessing 
a range of issues, both present and future, and will allow the District to make policy decisions 
based upon sound atmospheric science.  In fact, that objective is already achieved, in large 
measure through the very effective technical oversight and guidance provided by the District’s 
Modeling Advisory Committee. 
 
The main impetus for this developmental effort had been the historical exceedance of the 
National and California 1-hour ambient air quality standards for ozone.  With the newly affirmed 
National Ambient Air Quality Standards for 8-hour ozone and PM2.5, the scope and purpose of 
the photochemical modeling in the Bay Area must also be expanded to maintain technical 
credibility with the U.S. EPA, CARB, other Districts, and other agencies such as MTC and 
ABAG.  The current photochemical modeling system is able to address issues of 1- and 8-hour 
ozone as well as PM2.5. 
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The issue of attainment and maintenance of the NAAQS in the Bay Area is closely related to the 
relationship of the Bay Area “air basin” to that of the Sacramento region and the San Joaquin 
Valley regions.  Therefore, the current modeling system has been designed to be able to examine 
the inter-basin effects of emissions controls in one region on the air quality in another.  While the 
system has been designed to encompass the entire area here described, further work must be 
done to fully qualify its performance as acceptable in such complex, far reaching modeling. 
 
Many key achievements have occurred during this developmental effort. 
 

• The District has developed an air quality modeling capability for two meteorological 
episodes, one (July 1999) that is fully characteristic of a multi-region buildup/transport 
case, and one that fulfills CARB’s recommendations for modeling an intensive 
monitoring event (July/August, 2000). 

 
• The District has contributed significantly to the CARB’s compilation of the CCOS air 

quality and meteorological database, particularly in the area of quality assurance and 
control. 

 
• The District has contributed significant and substantial improvements to the CARB’s 

ozone precursor emission inventories (NOx, VOC, and CO) to provide the most accurate 
and comprehensive modeling inventory for the Bay Area and Northern/Central 
California. 

 
• The District has fully engaged the CARB, other districts, other state agencies, 

environmental groups, industry, and EPA and MTC, among others, through the Modeling 
Advisory Committee; 

 
• The framework has been set for a continuation of state-of-the-science photochemical 

(including 8-hour ozone, PM2.5 and air toxics) modeling in the San Francisco Bay Area. 
 
As the District moves forward with air quality planning in the Bay Area, it will need to continue 
to develop this expertise.  
 
 
Improve Meteorological Modeling 
 
As described in this report, meteorological modeling has been conducted by several groups 
involved in CCOS.  All models employed to date exhibit key performance problems, mostly 
related to the complex geography of the central/northern California modeling domain.  Work 
must continue in this area to: 
 

• Continue to improve meteorological modeling for both 1999 and 2000 episodes, based on 
Bay Area specifics such as climatology, topography, land-sea interactions; 

• Refine existing modeling (meteorological and photochemical) capabilities to 1 km cell 
size (or smaller) to allow for better capture of terrain influences on flow and dispersion 
characteristics; 

• Consider examining the utility of using RAMS simulations completed to date as a guide 
for further improvements in MM5 simulations; 
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• Explore the utility and possible improvements related to use of WRF; 
• Evaluate 2002 episodic modeling being carried out by DRI; 

 
 
Improve Precursor Emissions for Future Years 
 
A very large effort has been put forth to develop episodic base-year emissions (July 1999 and 
July/August 2000).  Work must continue to finalize future year base case emission forecasts of 
NOx, VOC and CO and to address alternative future emissions for assessing possible control 
strategy impacts on future year ozone: 
 

• Refine existing emissions modeling capabilities to 1 km cell size (or smaller) to allow for 
better sub-regional impact assessments for planning decisions; 

• Provide both tabular and graphical representation of emissions and emissions changes 
from 2000 and 1999 base years, both spatially and temporally as appropriate (by source 
category, etc.), for future years; 

• Quality-assure all emission estimates received from CARB and correct identified errors; 
• Prepare future year model-ready emissions files. 

 
While the U.S. EPA 8-hour ozone implementation rule does NOT require ozone modeling for an 
area designated as “marginal”, such as the Bay Area, being able to quantify the effect of 
emissions changes upon future 8-hour ozone levels is important in answering two logical 
questions:  1) What is our future air quality expected to be, and how much within the standard 
are we estimated to be (i.e., what is our expected “headroom” for growth)?  2) How do our 
emissions relate to attainment of the 8-hour standard in those areas that MUST (according to the 
same U.S. EPA rule) carry out photochemical modeling of attainment of that standard, such as 
Sacramento and San Joaquin Valley?  Work must continue in this area to: 
 

• Develop emissions for additional future year base case episodes similar to that already 
done for the current BAAQMD 1-hour study, but for additional 8-hour attainment years.  
At this time, two future years will need to be examined: 2007 (Bay Area attainment year) 
and 2013 (San Joaquin Valley and Sacrament attainment year); 

 
 
Enhance Modeling System Utility and Sensitivity Assessments 
 
While we have many fine technical assessment tools available through our work to date, the 
complexities of meteorological and photochemical modeling are well addressed through the use 
of visualization techniques and so-called “probing tools.”  The visualization techniques serve a 
diagnostic use to the technical person, but equally important, allow a better communication of 
results to decision makers and the public.  
 
The cause-effect relationship between pollutant emissions and air quality are at the heart of the 
purpose of the photochemical modeling system.  Once the system is believed to be offering 
acceptably accurate performance, it is critical to begin to examine the relationship between 
various emission sources or other assumptions and the resulting air quality predicted by the 
modeling system.  Such sensitivities include: altering the emissions from certain major point 
sources, area sources, or categories of such sources; altering assumptions on growth rates and 
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patterns (future vehicle counts and emission factors by type mix; population density, urban 
growth boundaries and land use changes, etc.); altering transportation assumptions (VMT and 
travel demand from various alternative transportation plans, mass transit vs. private auto, etc.); 
altering assumed technical assumptions in the models themselves that may affect the response of 
the model to emissions changes (vegetative distribution and emission rates for biogenics, 
assumed fire emissions, certain meteorological parameters, deposition algorithms, etc.).   
 
The following should be carried out for both the 1-hour and 8-hour ozone standard as 
appropriate: 
 

• Conduct extensive "Probing Tool" applications to fully describe likely cause-effect 
relationship between emissions (growth, distribution, source types, controls) and air 
quality changes (both temporally and spatially).  Special attention should be focused 
upon effects of Bay Area control on downwind regions of SJV and Sacramento; transport 
and valley growth impacts on Bay Area air quality; transportation improvement impacts; 
port activity emissions control impacts; etc.; 

• Given input from various local agencies, examine longer term effects of alternative 
assumptions on growth (population, VMT, vehicle mix), land use changes, and 
alternative economic assumptions; 

• Design and develop “EKMA-like” NOx/VOC/ozone isopleths resulting from a series of 
CAMx simulations at key sites throughout the Bay Area where air quality assessments 
are most critical for attaining and maintaining the air quality standards. 

 
 
Assess Impacts of Future Ozone Strategies 
 
As just described, the cause-effect relationship between emissions changes and ozone air quality 
changes, both within the Bay Area modeling domain and within the much larger CCOS domain 
(thus including the San Joaquin Valley and Sacramento regions) will be characterized in terms of 
sensitivities.  As a result, initial insight will be available as to which emissions reductions would 
be most effective (on a ton for ton basis) in reducing ambient ozone in various areas of the study 
domain.  That information will be extended to characterize the specific air quality changes that 
are likely to result in various emissions reduction measures and groups of measures (strategies), 
as appropriate for 1-hour and 8-hour ozone standards: 
 

• Review current proposed control measures, and identify additional “most probable” 
measures that are identified for further study; 

• Estimate emissions reductions (or changes) resulting from the implementation of such 
measures to all applicable sources of such emissions; 

• Develop combinations of proposed control measures, thus composing one or more 
emissions control strategies; 

• Execute the emissions preprocessor system to estimate the emissions reductions 
associated with the selected sets of control strategies; 

• Using “EKMA-like” ozone response curves, identify the control strategies that are likely 
to provide acceptable future ozone levels; 

• Refine and expand on likely candidate control strategies through detailed and specific 
CAMx modeling results of ozone concentrations in the modeling domain. 
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Assess Alternative Episodes 
 
The general modeling approach for evaluating control measures is to simulate one or more 
historic episodes (periods that violated the air quality standard) using inputs that best 
approximate the physical conditions that prevailed during each episode.  Episodes need to be 
selected carefully so that the analysis has the maximum credibility and broad applicability.  
Furthermore, the CARB and other districts will be conducting regional transport assessments as a 
means for controlling ozone levels throughout the state.  It is therefore beneficial to the 
BAAQMD to identify and consider modeling episodes to be used by the CARB and other 
districts. 
 
At the time of episode selection for the work done thus far, the District was tasked with 
developing a revised SIP to attain the 1-hour ozone standard.  While we believe that the episodes 
ultimately chosen for the current effort would provide an adequate base for initial 8-hour ozone 
assessments as well, the BAAQMD will be cognizant of more recent ozone episodes that have 
occurred in the 2001-2003 8-hour designation period (or new summer episodes in 2004 and later) 
to update their modeling library.  The following should be carried out: 
 

• Revisit methods used in the previous 1-hour ozone episode selection and determine the 
degree to which these methods should also be used in the evaluation of an 8-hour 
episode.  Recommend alternative evaluation techniques as appropriate; 

• Examine episodes that have occurred in the 2001-2003 time period (and later) and 
characterize them in a manner similar to that used in characterizing 1-hour episodes for 
July 2000 and July 1999; 

• Rank both the 2000 and the 1999 episodes, along with episodes in the 2001-2003 time 
period for potential value for additional air quality modeling. 
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